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Abstract. It is fully appreciated that progress in the development of data driven
approaches to activity recognition are being hampered due to the lack of large
scale, high quality, annotated data sets. In an effort to address this the Open Data
Initiative (ODI) was conceived as a potential solution for the creation of shared
resources for the collection and sharing of open data sets. As part of this process,
an analysis was undertaken of datasets collected using a smart environment
simulation tool. A noticeable difference was found in the first 1-2 cycles of users
generating data. Further analysis demonstrated the effects that this had on the
development of activity recognition models with a decrease of performance for
both support vector machine and decision tree based classifiers. The outcome of
the study has led to the production of a strategy to ensure an initial training
phase is considered prior to full scale collection of the data.
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1 Introduction

It is fully appreciated that data driven approaches developed for the purposes of activity
recognition are being constrained due to the lack of the availability of large annotated
data sets which provide a high level of quality in terms of both ground truth and the
underlying data. A number of efforts have been made towards the creation of such
datasets, however, this has led to a number of individual studies being undertaken and
the generation of datasets, which although have aimed to address the same problem,
have resulted in non-common protocols being used with differing technologies pro-
viding data of different formats. In an effort to address these problems a number of
organisations have worked together to define both common protocols and technology
platforms to support the collection and storage of data. Through this collaboration the
Open Data Initiative was conceived [1]. By adopting such an approach it becomes
possible to collect data at different sites and aggregate into one common dataset.

In our previous work the aspirations of the ODI were followed in being able to
generate data and make it available to independent researchers. This provides the
ability for researchers to compare and contrast innovative approaches on exactly the
same data and therefore being able to make true comparisons between approaches [2].
To facilitate this approach required the generation of a simulated dataset. Four
researchers were asked to complete a series of activities within a smart environment by
following a predefined protocol. Analysis of this data demonstrated that there was a
large variance in the initial iterations of data collection [3]. The work presented within
this paper proposes strategies to both assess and improve the quality of user generated
data sets and highlights the importance for appropriate user training.

The remainder of the paper is structured as follows. Section 2 presents background
to generation of activity related data sets and introduces the ODI. Section 3 explains
the process by which the data was collected using IESim and Sect. 4 presents the
results from various activity recognition models. Section 5 summarises the paper with
an overview of the findings and recommendations.

2 Related Work

There is evidence that the research community have not only recognised the importance
of having large, high quality datasets, however, there are now efforts being made to
create data sets which can be shared. This will have the desired knock-on effect of
improving the efficiency with which data is stored and aggregated in addition to the
improved development of data driven algorithms themselves.

A number of crowd sourced approaches have emerged as potential solutions to this
problem. Crowdsignals.io and the UbiHealth Sensing Campaign [4] have both laun-
ched strategies to support the definition of protocols for the collection of data in
addition to the collection and annotation of data sets which can then be made publically
available.

The European Union funded Project OPPORTUNITY in their work created a
common platform whereby researchers working in different organisations could have
access to a common data set and therefore were able to compare their results with



106 C. Nugent et al.

others [5]. A limited number of online repositories have supported the notion of shared
datasets. Two notable examples are the UC Irvine Machine Learning repository [6] and
Physionet [7]. The former has recently extended its datasets to include a small number
of activity recognition related resources.

The ODI, an initiative established by the authors of this paper aimed to address both
the definition of a protocol for the collection of data at different sites in addition to a
framework for evaluation [1]. To date efforts from the ODI have led to the development
of a common dataset which has-been collected in different organisations using a mix of
both real and simulated sensing environments. The work has been subsequently
extended to provide a platform whereby a comparison of a range data driven
approaches, independently developed by researchers from different organisations, has
been undertaken [2].

Although all of these studies have embraced the notion of creating easily accessible
resources for the sharing of protocols and data, little effort has been reported whereby
the quality of the data and guidance provided to those who are collecting the data has
been considered.

3 Generation of Data Sets in Simulated Environments

Initial efforts of those involved with the ODI have led to the development of a number
of simulated datasets using the IESim platform [8]. IESim is a simulation tool which
supports the replication of real environments through the creation of a simulated
environment. Sensors can be added within the simulated environment to replicate their
placement within the real environment. Users can then engage with the simulated
environment through use of an avatar and generate data relating to interaction with
sensorised objects [8]. Figure 1 presents an overview of a real test bed environment
(from Ulster University) and its subsequent realisation within IESim. The format of the
data produced by IESim can be tailored to meet the requirements of any future pro-
cessing modules. At present IESim can support up to 4 differing types of data formats.

In the current study IESim was used to create an environment with 5 rooms.
Throughout the environment 21 sensors were included to record the activities being

——
7.
(a)

Fig. 1. (a) Overview of IESim replicating smart kitchen environment from the (b) Smart
Environments Research Group at Ulster University’s smart labs.

(b)
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undertaken. Figure 2 provides the layout for the environment and an overview of the
activities each participant was asked to undertake. Data was collected from 8 partici-
pants who used the simulation tool to complete the predefined set of activities. Each
participant repeated each of the 11 activities 7 times, producing a data set with a total of
616 instances. The time taken for each participant to complete the set of activities
(n = 77) was less than 30 min.

Upon analysis of the data collected it was found that the initial recordings made by
participants using IESim varied (Fig. 3). Based on visual inspection it can be viewed
that the 1% and 2™ replication tend to be different than the others for both activities
presented in Fig. 3 (WatchTV and LeaveHouse). An outlier may be used an indication
of bad-quality data. If detected, the outlying value must be deleted to avoid significant
statistical changes in the distribution of the data. In the current work a Grubb’ s test was
performed with a 95 % level of confidence as an outlier identification test [10, 11].

Activity 1 — Go to Bed
Activity 2 — Use Toilet
Activity 3 — Watch TV
Activity 4 — Prepare Breakfast
Activity 5 — Take Shower
Activity 6 — Leave House
Activity 7 — Get Cold Drink
Activity 8 — Get Hot Drink
Activity 9 — Prepare Dinner
Activity 10 — Get Dressed

Activity 11 — Use Telephone

(a) (b)

Fig. 2. (a) List of activities undertaken by participants. (b) Environment used for data collection.
Each sequence of 11 activities was repeated 7 times by each participant. Stars indicate where the
sensors (n = 21) were placed.

It was found that the 1% replication of User 2 was identified as an outlier with a
p-value = 0.00307 (o = 0.05) and 1.92069 standard deviations from the sample mean.
This is an indication that this point does not follow the statistical behaviour of the
sample and must be removed since it generates a significant variance change. To
further elaborate on this occurrence the same analysis was carried out for the Leave-
House activity. By applying the outlier identification technique it was found that the 1%
replication of User 3 was identified as an outlier with a p-value = 0.0114 (a = 0.05)
and 2.13201 standard deviations from the sample mean. This is an indication that this
point does not follow the statistical behaviour of the sample and must be removed as it
causes a significant variance change.

Although participants found IESim intuitive to use a number of usability errors
were recorded. The main error was one of incorrect self-annotation. The effects of this
process were sensor events being assigned to either the previous or following activity.
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Comparative graph between users in Comparative graph between users in
activity "Watchtv" activity "Leave house"

120,0 450

)

5
8
)

350

300
y ——User1
——User2 ), / ——User2
40,0 \ /\ User3 g 15 < User3
20,0 X\m et y
0,0 00

1 2 3 a 5 6 7 1 2 3 4 5 6 7
Replication number Replication number

—e—Userl

Activity duration

Activity duration (sec
ho N
58
IR

——Usera

o
)
© ©

Fig. 3. Examples of assessment of time of 4 participants completing activities WatchTV and
LeaveHouse completed using IESim. Each replication represents the completion of the set of 11
activities.

In addition, on a small number of occasions, participants skipped sub-tasks within the
activities they were completing. These errors had a minor effect on the quality of the
data and were considered to have provided a more realistic distribution of sensor events
over a range of different activities.

4 Evaluation

In order to evaluate the quality of the data on the development of data driven activity
recognition approaches three versions of the dataset were considered:

1. The original data set with all 7 iterations from all participants.

2. The original data set with the first iteration of experiments performed by all par-
ticipants removed.

3. The original data with the first and second iteration of experiments performed by all
participants removed.

Removal of replications 1 and 2 was intended to avoid the effects of non-
representative completion of activities during a period of time of first usage with IESim
when participants made themselves familiar with the simulator.

Two classification models have been considered; support vector machines
(SVM) and decision trees. SVM algorithms use a non-linear kernel to discriminate the
feature space into various classes. This approach offers the advantage in our current
problem where the activity classes may have a non-linear relationship with the captured
data. Additionally, SVMs handle a high dimensionality of the feature space, in our case
represented by the large number of sensors deployed to monitor the designed activities.
The decision tree approach, in particular, offers the advantage of intuition, where both
the methodology, the derived model and the results are coherent. This has the potential
to provide additional valuable information on the discriminative ability of the sensors
in the environment. The decision tree approach may, however, suffer from differenti-
ating classes which are not linearly separable. Decision tree approaches have demon-
strated their superior performance over other popular machine learning approaches,
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i.e., decision table, instance-based learning or nearest neighbour, and Naive Bayes
classifiers in activity recognition tasks [9]. Table 1 presents the results attained with
both classifiers using 10 fold cross validation on the 3 datasets.

Table 1. Summary of results from usage of 2 classifiers with 3 different datasets.

Accuracy with 7 Accuracy with 6 Accuracy with 5
repetitions (n = 616) | repetitions (n = 528) | repetitions (n = 440)
Support vector machine | 93,83 % 94,69 % 94,32 %
(10 fold cross validation)
Decision tree (10 fold 93,83 % 94,51 % 94,77 %
cross validation)

5 Summary

In this paper we have demonstrated the effects that poor quality data can have when
developing data driven approaches to activity recognition. Upon closer examination of
a dataset which was previously collected by the ODI it was found that the initial 1-2
replications through the data, when those generating the data where learning the
approach to adopt for data collection, where largely different to data collected in later
cycles. As such it was found that this data was not representative of the target activities
and should be removed. This was further evidenced through the application of outlier
detection testing. To mitigate the impact of such data in the development of the
classification process it is recommended that participants are provided with an
opportunity to be trained with the simulation tool and that the initial replications are not
recorded in the final dataset until the point in time when the participant can use the
system confidently. This approach can be extended into the more general domain of
pervasive healthcare where data is both generated and collected in the wild. There is the
potential to improve the quality of such data through periodic training sessions. It may
also be the case that algorithms developed will never reach 100 % accuracy due to the
complexity of the problem, however, efforts should be made to provide the training
process with as high a quality data set as possible. Future work will involve testing of
this concept further through the collection of new datasets and generation and analysis
of a range of classification models. In addition, further efforts will be made to analyze
the effects on an activity per activity basis.
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