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Asymmetric distance-based Comprehensive Minimum Cost

Consensus Model
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Consensus reaching processes (CRPs) try to reach an agreement among deci-

sion makers involved in a Group Decision Making (GDM) problem to obtain
an accepted solution for all of them. In CRPs without feedback, Minimum

Cost Consensus (MCC) models stand out among the consensus models because

of their simplicity to achieve the consensus automatically with the minimum
cost, that is, to change as less as possible the initial decision makers’ prefer-

ences. However, these MCC models cannot guarantee to achieve the consensus
threshold, because they do not consider reaching a minimum consensus level

amongst decision makers. To overcome this limitation, the Comprehensive

MCC (CMCC) models have been recently proposed including a new constraint
to achieve the consensus threshold. These models apply the same unit cost

when the decision makers’ preferences are increased or decreased, and in some

GDM situations, it should not be the same. Therefore, we propose to use asym-
metric costs in the CMCC models by appliyng an asymmetric distance that

considers the direction of the change. These models are called, asymmetric

distance-based CMCC models and are developed to deal with fuzzy preference
relations.

Keywords: comprehensive minimum cost consensus model; asymmetric dis-

tance; group decision making; fuzzy preference relations.

1. Introduction

In real world, due to the complexity of social and economic development,

decisions are made by multiple decision makers giving rise to the Group De-

cision Making1 (GDM) problems. Generally, GDM problems are modeled

by preferences over a set of feasible alternatives provided by decision mak-

ers, aiming to achieve a common solution. However, this common solution

could not satisfy all decision makers because some of them might feel that

their opinions have been ignored. To overcome this drawback, it is neces-

sary to require a Consensus Reaching Process (CRP)2 to achieve agreed

solutions before making a decision. A CRP is a dynamic iterative process
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supervised by a moderator, where decision makers modify their initial pref-

erences in different rounds to increase the degree of agreement and reach a

consensual solution acceptable to all. CRPs can be classified into two types:

with feedback, in which decision makers change their opinions according to

the suggestions provided by the moderator to increase the consensus degree

in the next round; and without feedback, in which decision makers’ opinions

are modified automatically to increase the consensus degree. Within the

latter ones, the outstanding and widely used model is the Minimum Cost

Consensus (MCC)3 model, which was introduced by Ben-Arieh and Eas-

ton to control the minimum cost of reaching consensus. Since then, it has

become a hot research topic in CRPs3–6. Afterwards, Zhang et al.6 studied

how the use of different aggregation operators to obtain the collective opin-

ion influences in the degree of agreement within the group. However, the

unit cost used in all these models is the same, which does not always apply

in all situations. Considering that the unit cost might be asymmetric cost,

Cheng et al.4 extended the MCC model to add a directional constraint by

means of applying asymmetric costs according to the decision maker’s pref-

erences are increased or decreased. Subsequently, Labella et al.5 pointed

out that these MCC models ignore a minimum level of agreement between

decision makers and proposed the Comprehensive MCC (CMCC) models

including an additional minimum consensus level constraint to guarantee

to achieve the consensus threshold. Therefore, considering such a situation

in which the direction of the change can have different costs, we propose

new Asymmetric Distance-based CMCC (AD-CMCC) models to deal with

Fuzzy Preference Relations (FPRs), which utilizes asymmetric distances

to identify the directions that will be applied in the asymmetric costs of

adjusting decision makers’ preferences.

The remainder of this paper is organized as follows. Section 2 reviews

some concepts that help to come up with new models. Section 3 introduces

the AD-CMCC models, which use asymmetric distances to model the ob-

jective and constraint functions. Section 4 briefly shows an illustrative

example to prove the feasibility and performance of the proposed model.

Finally, some conclusions and future works are pointed out in Section 5.

2. Preliminaries

This section briefly reviews some concepts such as asymmetric distance,

CRP for GDM dealing with FPRs, and CMCC model. All of them are the

basis for proposing new AD-CMCC models.
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2.1. Asymmetric distance

Compared with the general distance, the asymmetric distance7 does not

satisfy the symmetry property because it implies direction.

Definition 2.1.7 Let X be a non-empty set and R be the set of all real

numbers. The function d : X × X → R is an asymmetric distance if d

satisfies

• Non-negativity: ∀x, y ∈ X, d (x, y) ≥ 0 and d (x, x) = 0;

• Weak symmetry: ∀x, y ∈ X, d (x, y) = d (y, x) = 0 implies

x = y;

• Triangle inequality: d (x, z) ≤ d (x, y)+d (y, z) for all x, y, z ∈ X.

If the symmetry property, i.e., ∀x, y ∈ X, d (x, y) = d (y, x), is added to

the above definition, then it becomes to the general distance. The widely

used asymmetric distance7 in the existing literature is given as follows:

d (x, y) = max {y − x, 0} = (y − x)
+
. (1)

2.2. A GDM dealing with FPRs

The classical solution process of a GDM problem is a selection process1,

which aims to select an appropriate alternative/s among a set of feasible

alternatives. However, there may be cases where decision makers do not

accept the solution because some of them may feel that their opinions have

not been taken into account. To overcome this limitation, a CRP2,5 needs

to be added before the selection process to achieve an agreed solution within

the group.

Usually, a GDM problem is constructed by the following elements8:

(i) a problem to be solved; (ii) a set of feasible alternatives, i.e., A =

{A1,A2, · · · ,An} (n ≥ 2); and (iii) a group of multiple decision makers,

i.e., E = {e1, e2, · · · , em} (m ≥ 2), to expressing their individual opinions

over the alternatives set A. The information is often represented by a

reciprocal FPR9 matrix P = (pij)n×n verifying pij , pji ∈ [0, 1] and pij +

pji = 1, in which pij (∀i, j = 1, 2, · · · , n) is interpreted as the preference

degree of alternative Ai over Aj : (i) pij > 0.5 indicates that Ai is preferred

to Aj ; (ii) pij = 1 indicates that Ai is absolutely preferred to Aj ; and (iii)

pij = 0.5 indicates indifference between Ai and Aj .
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2.3. CMCC model

Consensus models can be classified into two categories: (i) with feedback,
when decision makers are asked to change their preferences following the
guidance provided by the moderator and (ii) without feedback, when the
preferences are changed automatically. Among the consensus models with
non-feedback, the MCC models stand out as linear programming models
that find an optimal solution to achieve the consensus with the minimum
cost. However, Labella et al.5 pointed out that this is not enough to guar-
antee to achieve the consensus threshold, and thus, they proposed CMCC
models which include an additional constraint to achieve a minimum con-
sensus level amongst decision makers. The CMCC model dealing with
FPRs is defined as follows:

(M− 1) min

n−1∑
i=1

n∑
j=i+1

m∑
k=1

ck|p
′k
ij − pkij |

s.t.



pcij =
m∑

k=1
ωkp

′k
ij ;

|pcij − p
′k
ij | ≤ ε,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n− 1,

j = i+ 1, · · · , n;
C

(
P

′

1, P
′

2, · · · , P
′
m

)
≥ α.

where Pk =
(
pkij

)
n×n

, P
′

k =
(
p

′k
ij

)
n×n

and Pc =
(
pcij

)
n×n

represent the ini-

tial opinions, the adjusted consensus opinions, and the collective opinions,

respectively. And ωk is the kth decision maker’s weight satisfying ωk ∈ [0, 1]

and
m∑

k=1

ωk = 1. C (·) represents the consensus level achieved, the param-

eter α is a predefined consensus threshold, ε is the maximum acceptable

distance between decision makers’ opinion and the collective opinion.

It should be pointed out that C (·) can be calculated by the distance

between decision makers’ opinions or the distance between each decision

maker’s opinion and the collective opinion (see5 for more details).

3. Novel AD-CMCC model dealing with FPRs

Distance plays a key role in the CMCC model, where the involved dis-

tances are computed by symmetric distances as |p′k
ij − pkij | and |pcij − p

′k
ij |,

respectively. However, Cheng et al.4 pointed out that the cost of increasing

or decreasing the preferences should be different in some GDM problems,

which implies using asymmetric costs. Therefore, we propose new AD-

CMCC models that extends the CMCC models to consider the asymmetric

costs and asymmetric distance.
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For sake of clarity and simplicity, let cUi and cDi represent unit costs
in the increasing and decreasing directions identified by asymmetric dis-
tances d (x, y) = (y − x)

+
, then the AD-CMCC model dealing with FPRs

is defined as follows:

(M− 2) min

m∑
k=1

n−1∑
i=1

n∑
j=i+1

[
cUk

(
p
′k
ij − pkij

)+
+ cDk

(
pkij − p

′k
ij

)+
]

s.t.



p
′k
ij −

(
p
′k
ij − pkij

)+
+

(
pkij − p

′k
ij

)+
= pkij ,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n,
j = 1, 2, · · · , n;

pcij =
m∑

k=1
ωkp

′k
ij ;

0 ≤
(
pcij − p

′k
ij

)+
,
(
p
′k
ij − pcij

)+
≤ ε,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n,
j = 1, 2, · · · , n;

C
(
P

′

1, P
′

2, · · · , P
′
m

)
≥ α.

whereC (·) represents the achieved consensus level based on the asymmetric

distance, the parameters α and ε are the same as Model− 1.

Therefore, due to the different extensions of the consensus measures

C (·) introduced by Labella5, the following AD-CMCC models dealing with

FPRs can be proposed:

(i) C (·) is computed based on the asymmetric distance10 between each
decision maker’s opinion and the collective opinion:

(M− 21) min

m∑
k=1

n−1∑
i=1

n∑
j=i+1

[
cUk

(
p
′k
ij − pkij

)+
+ cDk

(
pkij − p

′k
ij

)+
]

s.t.



p
′k
ij −

(
p
′k
ij − pkij

)+
+

(
pkij − p

′k
ij

)+
= pkij ,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n,
j = 1, 2, · · · , n;

pcij =
m∑

k=1
ωkp

′k
ij ;

0 ≤
(
pcij − p

′k
ij

)+
,
(
p
′k
ij − pcij

)+
≤ ε,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n,
j = 1, 2, · · · , n;

1− 2
n(n−1)

λ

√√√√ m∑
k=1

n∑
i=1

n∑
j=1

ωk

((
pcij − p

′k
ij

)+
)λ

≥ α, λ ≥ 1.

Noticing that in the last constraint C (·) can also use
(
p

′k
ij − pcij

)+
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instead of
(
pcij − p

′k
ij

)+

without changing the result.

(ii) C (·) is computed based on the asymmetric distance10 between
decision makers’ opinions:

(M− 22) min

m∑
k=1

n−1∑
i=1

n∑
j=i+1

[
cUk

(
p
′k
ij − pkij

)+
+ cDk

(
pkij − p

′k
ij

)+
]

s.t.



p
′k
ij −

(
p
′k
ij − pkij

)+
+

(
pkij − p

′k
ij

)+
= pkij ,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n,
j = 1, 2, · · · , n;

pcij =
m∑

k=1
ωkp

′k
ij ;

0 ≤
(
pcij − p

′k
ij

)+
,
(
p
′k
ij − pcij

)+
≤ ε,

k = 1, 2, · · · ,m,

i = 1, 2, · · · , n,
j = 1, 2, · · · , n;

1− 2
n(n−1)

λ

√√√√ n∑
i=1

n∑
j=1

m∑
k=1

m∑
l=1

ωl+ωk
m−1

((
p
′l
ij − p

′k
ij

)+
)λ

≥ α, λ ≥ 1.

Similarly, in the last constraint C (·) can also use
(
p

′l
ij − p

′k
ij

)+

to

replace
(
p

′k
ij − p

′l
ij

)+

for computation.

4. Illustrative example

Due to the limited space, we will only apply the model M− 21 with

λ = 1 to show the applicability and effectiveness of the proposed AD-

CMCC models dealing with FPRs. In this problem, there are three de-

cision makers e1, e2, e3 associated with the same weights (ω1, ω2, ω3)
T

=(
1
3 ,

1
3 ,

1
3

)T
, and with respectively unit costs

(
cU1 , c

U
2 , c

U
3

)T
= (2, 4, 3)

T
and(

cD1 , cD2 , cD3
)T

= (5, 4, 2)
T
. The initial assessments over the four alternatives

A = {A1,A2,A3,A4} using reciprocal FPRs, Pk =
(
pkij

)
4×4

(k = 1, 2, 3),

are shown as follows:

P1 =


0.5 0.6 0.3 0.3
0.4 0.5 0.2 0.9

0.7 0.8 0.5 1
0.7 0.1 0 0.5

 ; P2 =


0.5 0.7 0.5 0.9
0.3 0.5 0.5 0.6
0.5 0.5 0.5 0.1

0.1 0.4 0.9 0.5

 ; P3 =


0.5 0.7 0.4 0.5
0.3 0.5 0.9 0.1

0.6 0.1 0.5 0.7

0.5 0.9 0.3 0.5

 .

The results are shown in Table 1. Obviously, C (·) is highly dependent

on the value of ε, therefore, we can conclude that:
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Table 1. The minimum cost according to different values of ε and α of M− 21.

cost α = 0.65 α = 0.7 α = 0.75 α = 0.8 α = 0.85 α = 0.9 α = 0.95

ε = 0.05 9.299 9.299 9.299 9.299 9.549 9.950 10.450

ε = 0.1 7.725 8.000 8.350 8.800 9.250 9.799 10.425

ε = 0.15 7.199 7.649 8.100 8.550 9.150 9.750 10.425
ε = 0.2 6.949 7.400 7.900 8.500 9.100 9.750 10.425

ε = 0.25 6.699 7.250 7.850 8.450 9.075 9.750 10.425

ε = 0.3 6.599 7.190 7.800 8.400 9.075 9.750 10.425

(i) Obviously, for a fixed α, the minimum cost decreases as the value

of ε increases; For a given ε, the minimum cost increases as the

value of α increases.

(ii) There are some special cases. For instance, for ε = 0.05, if α ≤ 0.8,

the minimum cost is a constant 9.299; Similarly, α = 0.95, the

minimum cost is a constant 10.425 when ε ≥ 0.1.

5. Conclusions and Future work

Consensual solutions are becoming increasingly important in GDM prob-

lems, driving to include CRPs in the solving process. There are CRPs with

feedback and without feedback. In the latter case, it stands out the MCC

models, which aims to achieve consensus with minimal cost. Recently, a

CMCC model has been proposed to guarantee the consensus between de-

cision makers. However, the cost of increasing or decreasing the decision

makers’ preferences are usually equal and sometimes they might be differ-

ent. Thus, in this contribution, AD-CMCC models that deal with FPRs

using an asymmetric distance have been presented, where the asymmetric

distance provides the direction to apply the asymmetric costs when decision

makers’ preferences are increased or decreased.

In future research, we will study the application of the proposed model

to linguistic information.

Acknowledgements

This work is partially supported by the Spanish Ministry of Economy and

Competitiveness through the Spanish National Project PGC2018-099402-

B-I00, and the Postdoctoral fellow Ramón y Cajal (RYC-2017-21978), the

FEDER-UJA project 1380637 and ERDF.



July 4, 2022 14:19 WSPC Proceedings - 9in x 6in output page 8

8

References

1. M. Roubens, Fuzzy sets and decision analysis, Fuzzy sets and systems

90, 199 (1997).

2. C. L. Butler and A. Rothstein, On conflict and consensus: A handbook

on formal consensus decisionmaking (Citeseer, 2007).

3. D. Ben-Arieh and T. Easton, Multi-criteria group consensus under lin-

ear cost opinion elasticity, Decision support systems 43, 713 (2007).

4. D. Cheng, Z. Zhou, F. Cheng, Y. Zhou and Y. Xie, Modeling the mini-

mum cost consensus problem in an asymmetric costs context, European

Journal of Operational Research 270, 1122 (2018).
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