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Abstract

The use of linguistic information, in the resolution of any

problem, implies the choice of the linguistic term set with

its semantics. In this contribution we shall focus in the

choice of the semantics of the linguistic terms belonging

to unbalanced linguistic term sets, i.e., linguistic term sets

whose linguistic terms are not equally informative or sym-

metrically distributed. We shall present a methodology to

establish the semantics of these terms. This process will

use the concept of linguistic hierarchy as representation

basis of the unbalanced linguistic information.
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1 Introduction

In those problems dealing with aspects related to hu-
man beings, qualitative aspects, is difficult to assess
them by means of precise numbers. Then, the use of
the fuzzy linguistic approach [10] has obtained suc-
cessful results in problems of different areas dealing
with qualitative aspects [1, 2, 5, 6, 8, 9].

In any problem that uses linguistic information the
first goal to satisfy is the choice of the linguistic term
set with its semantics, for establishing the linguistic
term set used in the problem. In the literature can be
found different possibilities for choosing the linguistic
descriptors and their semantics (see [2]).

For defining the semantics of the linguistic descrip-
tors, can be assumed that all the terms of the term
set are equally informative, i.e., symmetrically dis-
tributed as in [1, 8] or can be unbalanced term sets,
i.e., the terms of the linguistic term set are not equally
informative [3, 7] (e.g., Fig. 1).

In this contribution we shall focus in Unbalanced
Term Sets. We shall present a process to define the
semantics of the labels of these term sets.
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Figure 1: Unbalanced Term Set

To do so, we shall use the concept of linguistic hi-
erarchy as representation basis of the unbalanced lin-
guistic information.

In order to do that, this contribution is structured
as follows: Section 2 reviews the linguistic hierar-
chical contexts that will be used in Section 3 that
presents a mechanism for generating the semantics of
linguistic terms of an unbalanced linguistic term set.
And finally some concluding remarks are pointed out.

2 Linguistic Hierarchies

The hierarchical linguistic structure was used in [5]
to improve the precision in the processes of comput-
ing with words, CW, in linguistic multi-granular con-
texts. In this paper, we use them to manage unbal-
anced linguistic term sets.

A linguistic hierarchy is a set of levels, where each
level is a linguistic term set with different granularity
from the remaining of levels of the hierarchy. Each
level belonging to a linguistic hierarchy is denoted as
l(t,n(t)), being:

1. t, indicates the level of the hierarchy,

2. n(t), the granularity of the linguistic term set of
the level t.

We assume levels containing linguistic terms whose
membership functions are triangular-shaped, sym-
metrical and uniformly distributed in [0, 1]. In ad-
dition, the linguistic term sets have an odd number
of elements.

The levels belonging to a linguistic hierarchy are
ordered according to their granularity, i.e., for two
consecutive levels t and t + 1, n(t + 1) > n(t). This
provides a linguistic refinement of the previous level.

From the above concepts, we define a linguistic hi-
erarchy, LH, as the union of all levels t:

LH =
⋃
t

l(t, n(t))



Given a LH, we denote as Sn(t), the linguistic term
set of LH corresponding to the level t of LH with a
granularity of uncertainty of n(t):

Sn(t) = {sn(t)
0 , ..., s

n(t)
n(t)−1}

Generically, we can say that the linguistic term set
of level t+1, Sn(t+1), is obtained from its predecessor,
Sn(t), as:

l(t, n(t)) → l(t + 1, 2 · n(t) − 1) (1)

A graphical example of a linguistic hierarchy is
shown in Fig. 2:

Figure 2: Linguistic Hierarchy of 3,5, 9 and 17 labels

3 Generating the Semantics of
Unbalanced Linguistic Term
Sets

The aim of this paper is to design a mechanism for
generating the semantics for labels of an unbalanced
linguistic term set, S, by means of linguistic hierar-
chies. This mechanism may be used whenever the
unbalanced term set has a central label and the re-
maining ones are distributed around it, on the left
and right sides.

3.1 Basic Ideas

First of all, we must choose a Linguistic Hierarchy,
LH, to select over its levels the linguistic terms of the
unbalanced term set, S. The linguistic terms of S
will depend on the LH chosen.

We consider that the label set, S, is divided in three
subsets,

S = SL ∪ SC ∪ SR

• SL is the subset with labels less than central la-
bel, and #SL is its number of labels.

• SC is a subset with the central label, i.e., #SC =
1. This label is builded joining the upside, s, and
the downside, s, of two labels, si = (ai, bi, ci) and
sj = (aj , bj , cj), such that, bi = bj :

sc = si ∪ sj = (ai, bi, cj), ai ≤ bi ≤ cj .

• SR is the subset with labels higher than central
label, being #SR the number of labels of SR.

3.2 Algorithmic Process

Following, we present the algorithmic process for gen-
erating from a Linguistic Hierarchy, LH, the seman-
tics of the terms of the unbalanced term set, S. We
distinguish two possibilities:

1. The simple case that:

∃l(t, n(t)) ∈ LH /
n(t) − 1

2
=

{
#SR, or
#SL

We generate the labels for SR as:

(a) To assign the labels from S
n(t)
R to SR

SR ← S
n(t)
R

(b) To assign the downside of the central label

sC ← s
n(t)
C

And for SL as:

(a) To assign the labels from S
n(t)
L to SL

SL ← S
n(t)
L

(b) To assign the upside of the central label

sC ← s
n(t)
C

2. In other cases, the generation of the labels de-
pends upon the distribution of the unbalanced
term set, S. The distribution of the label set is
given by a set of five values:

{(#SL, densitySL
), 1, (#SR, densitySR

)},

• densitySL
a label assessed in the term set

{middle, extreme}, that indicates if the
higher granularity of the left side is near of
the central label or near of the left extreme.

• densitySR
equivalent to densitySL

on the
right side.
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We present the process for the right subset, SR,
the process for the left subset, SL, is symmetri-
cally analogous to the right one. Here, we use
graphics based on the generation method over
SR of the unbalanced term set shown in Fig. 1,
for explaining the process.

Right Subset: SR

To find two levels t and t + 1, such that,

n(t) − 1
2

< #SR <
n(t + 1) − 1

2

The labels of the SR are chosen from the
assignable labels of the right subsets of levels t
and t + 1. These assignable labels subsets vary
along the assignment process. Initially (Fig. 3):

(a) The assignable subset for level t is:

AS
n(t)
R = {sn(t)

n(t)−1
2 +1

, ..., s
n(t)
n(t)−1},

(b) and the assignable subset for level t + 1:

AS
n(t+1)
R = {sn(t+1)

n(t+1)−1
2 +1

, ..., s
n(t+1)
n(t+1)−1}
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Figure 3: Ordered sets of assignable labels.

To assign the labels of SR we distinguish two
subsets:

SR = SRC ∪ SRE

• SRE has assigned the labels close to the
right extreme of S, and

• SRC has assigned the labels close to the cen-
tral label of S.

The generation method acts as follows:

IF densitySR
= extreme

THEN
SRE ⊂ AS

n(t+1)
R (max density: extreme)

SRC ⊂ AS
n(t)
R

ELSE
SRE ⊂ AS

n(t)
R

SRC ⊂ AS
n(t+1)
R (max density: middle)

We must remark that the method takes into ac-
count the rule for building LH shown in equation
1: “Every label of level t has associated two la-
bels of level t+1”. Therefore, when the method
assigns a label from AS

n(t+1)
R eliminates its as-

sociated label from AS
n(t)
R (see Fig. 4).
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Figure 4: Generation Method. Right Side

To assign labels from AS
n(t+1)
R and AS

n(t)
R to SRE

and SRC we define the functions:

1. assignt+1(ASn(t+1)
R ,density,Ssubset): deletes

the first label, starting from density, from
AS

n(t+1)
R and assigns it into Ssubset. Fi-

nally, if its associated label belongs to AS
n(t)
R

then is eliminated too. Where density ∈
{middle, extreme} and subset ∈ {RC,RE} (see
Figs. 5 and 6).
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Figure 5: Assignment with densitySR
= extreme.
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Figure 6: Assignment with densitySR
= middle.

2. assignt(ASn(t)
R ,Ssubset): assigns the existing

labels in AS
n(t)
R into Ssubset.

After the right side has been assigned it is assigned
the downside of the central label of S, SC , from the
central label of the term set whose level was assigned
the most left label on the right side:
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if density = extreme then sc ← s
n(t)
c

if density = middle then sc ← s
n(t+1)
c

The algorithm that implements the generation
method is shown in Table 1.

IF densitySR
= extreme

THEN
REPEAT

assignt+1(AS
n(t+1)
R , extreme, SRE)

UNTIL (#SR − #SRE) = #AS
n(t)
R

assignt(AS
n(t)
R , SRC)

sC ← s
n(t)
C

ELSE
REPEAT

assignt+1(AS
n(t+1)
R ,middle, SRC)

UNTIL (#SR − #SRC) = #AS
n(t)
R

assignt(AS
n(t)
R , SRE)

sC ← s
n(t+1)
C

ENDIF

Table 1: Generation Method. Algorithm

According to this method the semantics assigned
to the labels of Fig. 1 are the following ones:

F D C B A

F D ABC

Figure 7: Semantics of the Grading System

4 Concluding Remarks

We have presented a method based on the use of lin-
guistic hierarchies for establishing the semantics of
the labels belong to unbalanced term sets. The se-
mantics obtained with this method allows to use lin-
guistic unbalanced term sets in processes of Comput-
ing with Words without loss of information, by means
of the transformation functions between labels from
different levels of a linguistic hierarchy presented in
[5] and the linguistic 2-tuple computational model [4].
This computational model over unbalanced linguistic
term sets will be explored and discussed in detail dur-
ing the presentation.
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