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Abstract

The use of preference relations is
quite common to model expert’s
opinions as preferences in different
areas. An ideal situation to deal
with preference relations assumes
that they should be complete and
consistent. However, in real prob-
lems this assumption is not always
fulfilled and sometimes some values
are missed or unknown. There ex-
ist different proposals to deal with
incomplete preference relations by
means of algorithms that fill them
up. In this contribution, we propose
a new algorithm to complete such
preference relations where experts’
opinions outweights estimated ones.

Keywords: preference relations,
additive transitivity, linguistic infor-
mation.

1 Introduction

Preference modelling is a very important re-
search area in many fields such as decision
making [4, 13], consensus [8] or recommender
systems [12]. Preference modelling studies
which the most suitable representation is to
represent and store the preference information
given by an expert. Both the structure and
the domain of information should be chosen
according to the type of information provided
in the problem. In this contribution, we focus
on linguistic preference relations [16] since the
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linguistic domain has proved to be suitable
for modelling information related to human
senses, opinions, [11] ... and preference rela-
tions can keep more detailed information than
the preference ordering [9, 14] or utility vec-
tors [3, 10, 15].

The requirement of preference relation of hav-
ing to provide a value for each pair of elements
could be too hard of fulfilling due to the fol-
lowing reasons:

1. Experts cannot know the preference de-
gree between some of the items.

2. They cannot have enough time to provide
all the preferences over the items.

3. In some situations, it may happens that
experts cannot compare two items be-
cause they are incomparable. Therefore,
no preference can be provided.

Due to this fact, it is easy to find problems
that have to manage preference relations with
missing values in the matrix. In order to man-
age such relations, different proposals have
been presented in the literature [1, 7, 17].
Such proposals have introduced algorithms
that fill an incomplete relation up obtaining
a complete and consistent preference relation.
To do so, such proposals use the transitivity
property that can be characterized in different
ways: the weak transitivity [15], the max-min
transitivity [5, 19] or the additive transitiv-
ity [15]. The last one, used in the algorithms
presented in [1, 7, 17], produces an important
drawback: it is possible to obtain different
values for a missing pair and there is no way



to know which one is closest to expert’s pref-
erence. Previous algorithms [1, 7] have solved
this drawback by means of an average. Ad-
ditionally, these algorithms provide the same
importance to the experts’ values as the es-
timated ones. We consider that experts’ val-
ues should outweight estimated ones. There-
fore, we propose in this contribution a new
algorithm to fill incomplete preference rela-
tions up that overcomes the drawback of mul-
tiple values for a pair to estimate by using the
idea that experts’ values should outweight es-
timated ones.

There is a necessary condition to fill up an
incomplete preference relation: some infor-
mation about each alternative must be pro-
vided, i.e., for an alternative i some value
in the row 4 or in the columns ¢ of the ma-
trix must be known. Some recent works, [2],
propose strategies to estimate missing values
when there is not information about an alter-
native, but we will not deal with this igno-
rance situations in our proposal.

In the following section, we will present some
preliminaries needed to understand our pro-
posal. Then, our proposal will be presented,
and finally, an example is given.

2 Preliminaries

In this section we will review some concepts
and definitions needed to understand our pro-
posal. First of all, the linguistic 2-tuple com-
putational model is introduced. Next, we
present preference relations, and particularly,
linguistic preference relations as a way to rep-
resent the experts’ preferences.

2.1 Linguistic 2-tuples Computational
Model

Here we review the linguistic 2-tuple repre-
sentation model[6] that we shall use in our
proposal to carry out processes of CW in a
precise way. This model is based on the con-
cept of symbolic translation.

The 2-tuple fuzzy linguistic representation
model represents the linguistic information by
means of a 2-tuple, (s, «), where s is a linguis-
tic label and « is a numerical value that rep-

resents the value of the symbolic translation.

Definition 1.The Symbolic Translation of a
linguistic term s; € S = {sg,...,84} is a nu-
merical value assessed in [—.5,.5) that sup-
ports the “difference of information” between
an amount of information B € [0,g] and the
closest value in {0, ..., g} that indicates the in-
dex of the closest linguistic term s; € S. Be-
ing [0,g] the interval of granularity of S.

This linguistic representation model defines a
set of functions to make transformations be-
tween linguistic 2-tuples and numerical val-
ues:

Definition 2.Let S = {sq, ..., 54} be a linguis-
tic term set and (3 € [0, g] a value that repre-
sents the result of a symbolic aggregation op-
eration. The 2-tuple that expresses the equiv-
alent information to B is obtained as:

A:[0,9] — S x [-0.5,0.5)

o Si i = round(f3)
A(/g) - (81704)’{ a:ﬁ_z = [_575>
where round(-) is the usual round operation,
s; has the closest index label to 76”7 and "o’
is the value of the symbolic translation.

Definition 3.Let S = {so,...,sq} be a lin-
guistic term set and (s;,«) be a linguistic 2-
tuple. The A~ function, such that, from a 2-
tuple it returns its equivalent numerical value
B € [0,g] in the interval of granularity of S,
is defined as follows:

A7l S x[-.5,.5) — [0,4]

A7l (si,a)=i+a=0

Remark: From definitions 1, 2, 3, it is obvi-
ous that the conversion of a linguistic term
into a linguistic 2-tuple is:

si € S = (si,0)

2.2 Preference relations

In the literature, different ways of modelling
the preference information over a set of items,
X = {x1,...,z,}, have been defined. Each
one with its advantages and disadvantages.
The most common ones used are:



1. Preference ordering of items[9, 14]:
where an expert provides his/her prefer-
ences about the items of X as an indi-
vidual preference ordering in which the
items are ordered from best to worst.

2. Utility wvectors[3, 10, 15]: the prefer-
ences are provided by using a set of
n utility values for each item U =

{uf,i =1,.., n}

3. Preference relations[16]: the information
is described by a preference matrix P C
X x X, P = (pij), where p;; indicates
the preference intensity for the item x;
regarding the item x;.

P11 - DPin
P:

Pn1 - Dnn

Definition 4 [1] A preference relation P on
a set of alternatives X s characterized by a
function p, : X x X — D, where D is the do-
main of representation of preference degrees.

As we have mentioned above, the algorithm
deals with incomplete preference relations.

Definition 5 [1] A function f : X — Y
1s partial when not every element in the set
X mneccesarily maps to an element in the Y.
When every element from the set X maps to
one element of the set' Y then we have a total
function.

Definition 6 [1] A preference relation P on
a set of alternatives X with a partial function
s an incomplete preference relation

Normally, the opinions provided by the ex-
perts can be vague or imprecise and cannot
be easily assessed in a quantitative form. In
such a case a better approach may be to
use linguistic assessments instead of numerical
values[18]. Therefore, our proposal deals with
linguistic preference relations (LPR), i.e.,
the preference values p;; belong to a linguistic
term set S = {s0,...,54}

Definition 7. [1] Let X = {x1,22,...,2n}
be a set of alternatives and S a linguistic
term set, the preference attitude about X can
be defined as a linguistic preference relation,

P = (pij),i,j =1,...,n, based on the 2-tuple
linguistic model as:

pp: X xX — Sx[-0.5,0.5),

where pp (zi,z;) = pij € S x [—=0.5,0.5) is a
2-tuple which denotes the preference degree of
alternative z; regarding ;.

Definition 8. [1] A linguistic preference re-
lation will be considered additive consistent if
for every three alternatives x;, xj, and xy, the
following condition holds

pik = A (A_l (pij) + A7 (pjk) — g)

Vi, g,k €{1,...,n}

Corollary 1. If3i,j,k € {1,...,n} such that
A7 (pig) +A7" (pj) = § ¢ [0, 9] then the pref-
erence relation is not additive consistent.

If there is not a 2-tuple for every pair of al-
ternatives, we have an incomplete linguistic
preference relation.

3 An Algorithm to fill up
incomplete LPR that tends
towards the indifference

In this section we present our proposal for an
algorithm to fill up incomplete preference re-
lations. The aim of our proposal is to cap-
ture the idea that only knowledge that is truly
known is the information provided by the ex-
pert and the inferred information only give us
a slightly idea about which preferences the ex-
pert might have given. Our aim is to give less
importance to the estimated values, in those
situations where they could have multiple val-
ues, than to the values given by the expert.

The algorithms presented in [1, 7, 17] suppose
that preference relations provided by the ex-
perts are consistent and should hold the ad-
ditive transitivity property. When the algo-
rithm supplies several preference values for a
pair of alternatives, the average of these val-
ues is provided as an estimation of the prefer-
ence that the expert could have given.

The algorithm presented in [1], adapted to our
nomenclature, is:



Let P be the incomplete linguistic preferece
relation to be filled up.

P11 --- Pin
P = I :

Pn1 --- Pnn
where p;; = $4/9, Vi, and s /5 is the linguistic

term that represents the indifference.

1. Initialization:

P'=A"1(P)
EMV, =0
h=1

2. while EMV}, # 0{
3. for every(i,k) € EMVj{
4. K=10

b My ={j #1i,k[(i,j),(j, k) € KVi}
if (H) #0) thenK=KU{1}

6. zk—{J#Zk\(lk)( i) € KVp};
if (H3 #0) then K=K U{2}

7. HY ={j#i,k|(i,4),(kj) € KVy};
if (H3, #0) then K=K U {3}

/ > Cpi.l
8. Calculate p;;, = ﬁ (Zlelc M
9. h++
10. }

11. P'=A(P')

Being:
KV}, the known values for the iteration h
UV}, the unknown values for the iteration h

EMYV,;, the subset of unknown values which
can be calculated in the iteration h
i1
Py, = Py + P — 5
j2
Py = P, — D+ §
i3
i =Dij — Dy + 5
Our contribution is based on this algorithm,
where an unknown value is calculated by

means of additive transitivity. When differ-
ent values can be obtained depending on the
known preferences used by this transitivity,
an average of these values is carried out. We
think it is more suitable to take the value that
is the closest to the indifference, because an
estimated value is less important than the val-
ues provided by the experts.

Therefore, in order to achive our aim, we
need a function that provides a measure of
the proximity of a value to the indifference,
in order to choose the closest one. Given
that the calculations inside the algorithm deal
with real numbers in the interval [0,g], ob-
tained after applying the function A™! to a
linguistic preference relation, we need a func-
tion that, given two numbers in [0,g], pro-
vides the closest one to the indiference value
f = AL 39/2,0). The function we propose
to measure the proximity of a real number
x € [0, g] to the indiference value is:

|z —g/2|
g/2

where the maximum value of proximity is 1
and the minimum is 0. So, given two numbers
x,y € [0,g], the function that provides the
closest one to the indifference will be

‘ | &, if pti(z) > pti(y)
nti(z,y) = { Yy, otherwise

pti(z) =1—

In definition 8 we have the method to estimate
the unknown values of the preference relation
in a consistent way. If we call p, = A™! (pi1.)
then we can estimate a value p}, with the next

formula: g
Pix = Dij + D — 2

The result of this calculation could lie out-

side the interval [0,g]. Then we will use the

function norm in order to normalize it.

norm (z) = min (max (x,0) , g)

Therefore, we propose a modification to the

step 8 of this algorithm, which will be replace
with the next:

Calculate p;k = nti(cp] k,Vl € K,Vj € HY)



Where:
i1
cpl, = norm (p;j + p;k — %)
c j2—n0rm< fo — ’---l—g)
Pir = Djx —Pj; T3
i3
cply = norm (pgj — Pij + %)

nti(cpg,i,w e K,Vj € ka) this function re-
turns the closest value to the indifference from
the values cp‘g,i,

4 Example

Given the linguistic term set S = {so, ..., s4},
let us suppose the following incomplete pref-
erence relation:

(8270)

(32a0)

Following the algorithm, the operations that
will be accomplished are:

cpy3 = norm (pig — pig +2) =
norm (1 —0+2) = 3;

Phy = nti(cpy3) = nti(3) = 3
cpd3 = norm (ply — pls +2) = 1;phy =1
cpy3 = norm (phy — Py +2) = 4;phy = 4
cpis = norm (phy — Py +2) = 0y = 0
cp3i = norm Ep:14 —pPhs+ 2; = d;phy =4
1

cpyz = norm (piz — ply +2) = 0;pls =0

When there is an only way to estimate a value,
the function nti provide the only possible re-
sult. This happens in the previous calcula-
tions. But, for estimating ph, there are two
ways: using phs and pl5 or using ph, and p,.
Our proposal is to choose the way that pro-
vides the closest value to the indiference. The
function nti supplies this result.

cp3i = norm (phy — piz +2) = 4
cp33 = norm (phy — phy +2) =3
Py = nti (cp3}, ep3?) = nti(4,3) =3

To obtain nti(4,3) = 3, it has been calcu-

latedpti(él):l—p‘%%m:l—%j:()and

pti (3) = 0.5. Then, the function nti provides
the value 3, because pti(3) > pti(4).

Similarly, we will have:

phy = nti (cp33, cpal) =3
Pl = nti (cpdi, epdi) =2

Finally, the following preference relation is ob-
tained:

(8270) (80,0) (81,0) (83,0)
p— (53,0) (82,0) (83,0) (54,0)
(3370) (3170) (3270) (8470)
(5270) (8070) (50’0) (5270)

5 Conclusions

In this contribution, we have presented an al-
gorithm to fill up incomplete linguistic pref-
erence relation, with the idea that it is not
possible to predict exactly the experts’ pref-
erences. Thus, this algorithm gives less im-
portance to the estimated values, since they
are not really known, than to the values given
by the expert. Therefore, when the preference
information is exploited, these estimated val-
ues will affect to a lesser degree on the final
result than the known values given by the ex-
pert.
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