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Abstract

Nowadays, the increasing popularity
of Internet has led to an abundant
amount of information created and
delivered over electronic media. It
causes the information access by the
users is a complex activity and they
need tools, such as information fil-
tering systems to assist them to ob-
tain the required information. Ano-
ther obstacle is the great variety of
representations of information, spe-
cially when the users take part in
the process, so we need more flexi-
bility in the information processing;
the fuzzy linguistic modeling allows
to represent and handle flexible in-
formation. In this paper, we pro-
pose a personalized fuzzy linguistic
information filtering system to aid
researchers and companies to obtain
automatically research resources in
their interest areas.

Keywords: information filtering,
recommender systems, fuzzy linguis-
tic modeling, technology transfer.

1 Introduction

The Office of Technology Transfer (OTT) is
responsible for putting into action and ma-
naging the activities which generate know-
ledge and technical and scientific collabora-
tion, thus enhancing the interrelation bet-
ween researchers at the University and the

entrepreneurial world and their participation
in various support programmes designed to
carry out research, development and innova-
tion activities. The main mission in this office
is to encourage and help, from the University,
the generation of knowledge and its spread
and transfer in society, with the aim of rapidly
meeting society’s needs and demands.

The OTT is composed by a team of trans-
fer technology experts that provide to the re-
searchers and companies information about
research resources, which could be bulletins,
calls, notices, events, congresses, courses and
so on. This task requires the selection by the
expert of suitable users to deliver the infor-
mation.

In this paper is proposed SIRE2IN (SIstema
de REcomendaciones sobre REcursos de IN-
vestigación - Recommender System about Re-
search Resources) , a fuzzy linguistic infor-
mation filtering system for research resources.
This system is designed to help researchers
and companies to find possible collabora-
tion projects, recommending them projects in
which they could cooperate. SIRE2IN is de-
signed using both Information Filtering (IF)
tools (whose objective is to evaluate and filter
the great amount of information available in a
specific scope to assist the users in their infor-
mation access processes) [5, 16] and the multi-
granular Fuzzy Linguistic Modeling (FLM) to
represent and handle flexible information by
means of linguistic labels [7, 18].

The paper is structured as follows. Section
2 introduces the IF techniques and the FLM
that we use in the system. Section 3 presents
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the system SIRE2IN. Finally, we point out
our concluding remarks.

2 Preliminaries

2.1 Information Filtering

Information gathering in Internet is a complex
activity. Find the appropriate information,
required for the users, on the Web is not a
simple task. This problem is more acute with
the ever increasing use of the Internet. To im-
prove the information access on the Web the
users need tools to filter the great amount of
information available across the Web. IF is a
name used to describe a variety of processes
involving the delivery of information to people
who need it. It is a research area that offers
tools for discriminating between relevant and
irrelevant information. IF systems are charac-
terized because they [5, 16] are applicable
for unstructured or semi-structured data (e.g.
web documents or email messages), are based
on user profiles, handle large amounts of data,
deal primarily with textual data and their ob-
jective is to remove irrelevant data from inco-
ming streams of data items.

Traditionally, these IF systems have fallen
into two main categories [5, 16]. Content-
based IF systems filter and recommend the
information by matching the terms used in
the representation of user profiles with the
terms used in the representation of resources,
ignoring data from other users. Collaborative
IF systems use explicit or implicit preferen-
ces from many users to filter and recommend
documents to a given user, ignoring the repre-
sentation of the resources. In this kind of sys-
tems, the users’ information preferences can
be used to define user profiles that are applied
as filters to streams of documents; the recom-
mendations to a user are based on another
users’ recommendations with similar profiles.
The construction of accurate profiles is a key
task and the system’s success will depend on
the ability of the learned profiles to repre-
sent the user’s preferences [15]. Several re-
searchers are exploring hybrid content-based
and collaborative IF systems to smooth out
the disadvantages of each one of them [4].

Normally, the filtering activity is followed by
a relevance feedback phase [15]. Relevance
feedback is a cyclic process whereby the user
feeds back into the system decisions on the
relevance of retrieved documents and the sys-
tem then uses these evaluations to automati-
cally update the user profile.

Another important aspect that we must have
in mind is the method to gather user informa-
tion, in order to discriminate between rele-
vant and irrelevant information for a user.
Information about user preferences can be
obtained in two different ways [5], implicit
and explicit mode. The explicit approach,
interacts with the users by acquiring feed-
back on information that is filtered, that is,
the user expresses some specifications of what
they desire. The implicit approach is imple-
mented by inference from some kind of ob-
servation. The observation is applied to user
behavior or to detecting a user’s environment.
The user preferences are updated by detecting
changes while observing the user. Moreover,
we can combine both approaches in a hybrid
approach.

2.2 Fuzzy Linguistic Modeling

There are situations in which the informa-
tion cannot be assessed precisely in a quan-
titative form but may be in a qualitative
one. For example, when attempting to qua-
lify phenomena related to human perception,
we are often led to use words in natural lan-
guage instead of numerical values. In other
cases, precise quantitative information cannot
be stated because either it is unavailable or
the cost for its computation is too high and
an approximate value can be applicable. The
use of Fuzzy Sets Theory has given very good
results for modeling qualitative information
[18] and it has proven to be useful in many
problems, e.g., in decision making [8], quali-
ty evaluation [13], models of information re-
trieval [10], clinical decision making [3], po-
litical analysis [1], etc. It is a tool based on
the concept of linguistic variable proposed by
Zadeh [18]. Next we analyze the two approa-
ches of FLM that we use in our system.
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2.2.1 The 2-Tuple Fuzzy Linguistic
Approach

The 2-tuple FLM [7, 9] is a continuous model
of representation of information that allows to
reduce the loss of information typical of other
fuzzy linguistic approaches (classical and ordi-
nal [6, 18]). To define it we have to establish
the 2-tuple representation model and the 2-
tuple computational model to represent and
aggregate the linguistic information, respec-
tively.

Let S = {s0, ..., sg} be a linguistic term set
with odd cardinality, where the mid term re-
presents a indifference value and the rest of
the terms are symmetric relate to it. We
assume that the semantics of labels is given
by means of triangular membership functions
and consider all terms distributed on a scale
on which a total order is defined, si ≤ sj ⇐⇒
i ≤ j.

If a symbolic method used to aggregate lin-
guistic information [6] obtains a value β ∈
[0, g], and β /∈ {0, ..., g}, then an approxima-
tion function is used to express the result in
S. To do this, we represent β by means of
2-tuples (si, αi), where si (i = round(β)) re-
presents the linguistic label, and αi = β− i is
a numerical value expressing the value of the
translation from the original result β to the
closest index label, i, in the linguistic term set.
∆ is bijective, that is, ∆−1(si, α) = β ∈ [0, g]
[7].

The computational model is defined by pre-
senting the following operators:

1. Negation operator: Neg((si, α)) = ∆(g−
(∆−1(si, α))).

2. Comparison of 2-tuples (sk, α1) and
(sl, α2):

• If k < l then (sk, α1) is smaller than
(sl, α2).

• If k = l then
(a) if α1 = α2 then (sk, α1) and

(sl, α2) represent the same infor-
mation,

(b) if α1 < α2 then (sk, α1) is smaller
than (sl, α2),

(c) if α1 > α2 then (sk, α1) is bigger
than (sl, α2).

3. Aggregation operators: using functions
∆ and ∆−1 any of the existing aggre-
gation operator can be easily extended
for dealing with linguistic 2-tuples, such
as arithmetic mean, weighted average or
linguistic weighted average.

2.2.2 The Multi-Granular Fuzzy
Linguistic Modeling

In any fuzzy linguistic approach, an impor-
tant parameter to determinate is the ”granu-
larity of uncertainty”, i.e., the cardinality of
the linguistic term set S. According to the
uncertainty degree that an expert qualifying
a phenomenon has on it, the linguistic term
set chosen to provide his knowledge will have
more or less terms. When different experts
have different uncertainty degrees on the phe-
nomenon, then several linguistic term sets
with a different granularity of uncertainty are
necessary [8, 12]. The use of different labels
sets to assess information is also necessary
when an expert has to assess different con-
cepts, as for example it happens in informa-
tion retrieval problems, to evaluate the impor-
tance of the query terms and the relevance of
the retrieved documents [11]. In such situa-
tions, we need tools for the management of
multi-granular linguistic information. In [8] is
proposed a multi-granular 2-tuple FLM based
on the concept of linguistic hierarchy [2].

A Linguistic Hierarchy, LH, is a set of le-
vels l(t,n(t)), i.e., LH =

⋃
t l(t, n(t)), where

each level t is a linguistic term set with di-
fferent granularity n(t) from the remaining
of levels of the hierarchy [2]. The levels are
ordered according to their granularity, i.e., a
level t + 1 provides a linguistic refinement of
the previous level t. We can define a level
from its predecessor level as: l(t, n(t)) →
l(t + 1, 2 · n(t) − 1). In [8] a family of trans-
formation functions between labels from diffe-
rent levels was defined. To define the compu-
tational model, we select a level to make uni-
form the information (for instance, the great
granularity level) and then we can use the
operators defined in the 2-tuple FLM.
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3 SIRE2IN

In this section we present SIRE2IN, a perso-
nalized IF system designed using the content-
based IF approach and the multi-granular
FLM. The system is used to filter the great
amount of information that OTT experts
manage and spread. SIRE2IN filters the in-
coming information stream and delivers it to
the suitable researchers in accordance with
their research areas. For each user the sys-
tem generates an email with a summary about
the resources, its relevance degrees and re-
commendations about collaboration possibi-
lities.

3.1 System Architecture

It is composed of three main components:

• Resources management. It manages
the information sources from which the
OTT experts receive all the informa-
tion about research resources. To re-
present an item, we use the title, abs-
tract, text, date, source, link, kind of
resource (project call, events, etc.), tar-
get users (researchers, companies or any-
body), minimum and maximum finan-
cing (for projects) and its scope. To re-
present the scope we use the UNESCO
terminology for the science and techno-
logy [17]. We use a vector model where
for each resource i the system stores a
vector V Ri of 248 positions, one position
for each discipline. Each position V Ri[j]
stores the importance degree for the re-
source scope i of the UNESCO code re-
presented in j.

• User profiles management. The sys-
tem represents each user through a user
profile. To define a user profile we are
going to use the identification, contact
data, email, research group or company,
collaboration preferences (if they want
to collaborate with other researchers, a
company, anybody or nobody), preferen-
ces about the resources (kind, financing,
etc.) and topics of interest. The topics of

interest are defined by the UNESCO ter-
minology [17] too, i.e. each user chooses
a list of UNESCO codes according to
his/her information needs or interests.
For each user x the system stores a vec-
tor V Ux of 248 positions, where each po-
sition V Ux[y] stores the importance de-
gree of the UNESCO code represented in
the position y for the topics of interest of
x.

• Filtering process. Based on a mat-
ching process the system filters the in-
coming information to deliver it to the
fitting users.

The system uses different labels sets
(S1, S2, ...), chosen from a LH, to re-
present the different concepts to be assessed.
We distinguish three concepts: importance
degrees of UNESCO codes (S1), relevance
degrees of a resource for a user (S2) and
compatibility degrees between two users
(S3). Specifically we use labels sets selected
of a LH of 3 levels of 3, 5 and 9 labels each
one, that is, S1 = S5, S2 = S9 and S3 = S3.

3.2 System Activity

It is based in the following three processes.

3.2.1 Users Insertion Process

This process consists in to incorporate users’
data into the system. It presents a form
where the users insert their personal informa-
tion, collaboration preferences and preferen-
ces about the resources. Users are invited to
define their topics of interest and to choose
importance degrees (assessed in S1) associa-
ted with them. Initially a user has associa-
ted the topics of interest of his/her research
group, but he/she can modify them. The sys-
tem registers the users and assigns them an
identifier (email) and a password. Finally,
users receive a confirmation email with the
inserted information.

3.2.2 Resources Insertion Process

This process is carried out by the OTT ex-
perts that receive or find information about
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a resource and they want to spread this in-
formation. The experts incorporate the inte-
resting resources into the system and it au-
tomatically sends the information to the sui-
table users along with a relevance degree and
collaboration possibilities. When the experts
are going to insert a new resource, they in-
sert all the information about it, such as title,
abstract, text, date, source, link, kind of re-
source, users target and minimum and maxi-
mum financing. Then they assess, with a lin-
guistic label s5

i ∈ S1, the importance degree
of each UNESCO code of level 2 with regard
to the resource scope.

3.2.3 Filtering Process

SIRE2IN follows the based-content approach
and therefore it filters the information by
matching the terms used in the representa-
tion of user profiles with the terms used in
the representation of resources. As we have
said, we use a vector model [14] to represent
the resources scope and the user topics of in-
terest. So, to do the matching process we use
the cosine angular measure:

σ(V R, V U) =
∑n

k=1(rk × uk)√∑n
k=1(rk)2 ×

√∑n
k=1(uk)2

where n is the number of terms (248 in our
design), rk is the value of term k in the re-
source scope vector and uk is its value in the
user topics of interest vector. With this mea-
sure, we obtain a value ranging from 1 for the
highest similarity to 0 for the lowest, so we
set a threshold value α to filter out the infor-
mation. Next the system takes into account
the user preferences to consider the user or
not, and the collaboration preferences. If the
user wants to collaborate, the similarity with
other users is calculated using the cosine mea-
sure too. Finally the system sends to the se-
lected users the resource information, its cal-
culated relevance degree (label of S2) and the
recommendations about collaboration possi-
bilities along with a compatibility degree (la-
bel of S3). To transform labels between diffe-
rent levels of LH, we use the transformation
functions defined in the multi-granular FLM.

3.2.4 Feedback Phase

This phase is related to the activity developed
by the filtering system once user has taken
some of the resources delivered by the system.
As we said, user profiles represents the user’s
long-term information needs or interests and a
desirable property for user profiles is that they
should be adaptable since user’s needs could
change continuously. Because of this, the sys-
tem allows the users to update their profiles
to improve the filtering process. To do this,
the users access the system and edit their re-
sources preferences, collaboration preferences
or their topics of interest, adding or removing
UNESCO codes or modifying the importance
degree assigned to an existing UNESCO code.

4 Concluding remarks

The exponential increase of Web sites and
resources is contributing to that users not
being able to find the information they seek in
a simple and timely manner. Therefore they
are in need of tools to assist them in their in-
formation access processes. In this paper we
have studied a particular case of information
access tools and we have presented SIRE2IN,
a IF system based both content-based IF tools
and multi-granular FLM. This system helps
researchers and companies to obtain automa-
tically information about research resources
interesting for both. The system filters the
incoming information stream to spread the in-
formation to the fitting users and recommends
them about collaboration possibilities.
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