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Capitulo 1

Introduccion

En este primer capitulo de la memoria, se presenta una introduccién para contextualizar
esta tesis doctoral. En primer lugar, abordaremos el area de investigacién sobre la que se
centra la tesis y las motivaciones que nos han empujado a llevarla a cabo. Seguidamente,

expondremos los objetivos a alcanzar y, por ultimo, la estructura de la misma.

1.1. Motivaciéon

En nuestra vida diaria estamos acostumbrados a hacer frente a miltiples situaciones de
Toma de Decision (TD), tan cotidianas como elegir la ropa que nos vamos a poner o lo
que vamos a desayunar. Formalmente, la TD se define como un proceso cognitivo en el que, a
través de diferentes procesos mentales y de razonamiento, un experto selecciona entre miltiples
alternativas o posibles soluciones la mejor [73]. En ciertos &mbitos de la sociedad, es muy comtn
que la resoluciéon de un problema de TD no se lleve a cabo solamente por una persona, sino
por un conjunto de expertos con diferentes puntos de vista y conocimiento, dando lugar a lo
que se conoce como Toma de Decision en Grupo (TDG) [34, 62, 66, 76, 80].

La participacién de varios expertos en la resolucion de problemas de TDG implica inevi-
tablemente la aparicion de conflictos y desacuerdos entre los expertos a la hora de escoger la
solucion del problema [16, 17]. Los esquemas de resolucion clasicos para problemas de TDG [22]
no tenian en cuenta este aspecto, por lo que era posible obtener una solucién donde no todos
los expertos estuvieran de acuerdo, sintiéndose ignorados y fuera del proceso de decision |7, 61].
Por esta razén, se incluye previamente al proceso de seleccién de la mejor alternativa un Pro-
ceso de Alcance de Consenso (PAC), donde los expertos discuten y modifican sus opiniones
iniciales con el objetivo de alcanzar una solucién que satisfaga al mayor niimero de expertos
posible. Aunque los PAC son clave para obtener soluciones consensuadas en problemas de
TDG, existe tal cantidad de modelos de consenso propuestos en la literatura [34, 35, 56, 83|,
que a menudo resulta realmente complejo determinar cudl modelo se ajusta mejor a un pro-

blema de decision dado [49]. La falta de métricas que permitan evaluar el desempeno de estos
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6 1.1. Motivaciéon

modelos sobre un problema de TDG, se presenta como una de las principales limitaciones
dentro de este ambito de la TD.

Por otro lado, la mayoria de problemas de TDG del mundo real y sus correspondientes
PAC estan definidos en contextos cambiantes, lo que genera falta de informacion y la aparicion
de incertidumbre. Por lo tanto, no todos los problemas de TD son tan simples y cotidianos
como los mencionados anteriormente, muchos presentan incertidumbre cuya naturaleza no es
probabilistica y que se denominan problemas de TDG bajo incertidumbre [33]. En este tipo de
problemas, a los expertos les resulta complejo expresar apropiadamente su conocimiento, por
lo que prefieren usar expresiones lingiiisticas mas cercanas a su forma de pensar. Bajo estas
circunstancias, la ldgica difusa (88|, el enfoque lingiistico difuso |89] y otras herramientas
de soft computing, se han utilizado con gran éxito a la hora de modelar la incertidumbre
en problemas de TDG mediante variables lingiiisticas, dando lugar a la Toma de Decision
Lingiiistica (TDL).

El uso de expresiones lingiiisticas para modelar la opinién de los expertos en problemas
de TDL, implica la necesidad de llevar a cabo operaciones con informacién de este tipo.
Existen numerosas metodologias para realizar estas operaciones, pero dentro del a&mbito de la
logica difusa, destaca la metodologia de Computacion con Palabras (Computing with Words,
CW) [20, 41, 84, 90]. A través de esta metodologia, se realizan célculos sobre palabras o frases
dadas en un lenguaje natural o artificial en lugar de valores numéricos, imitando el proceso
de razonamiento que tienen los seres humanos. Una premisa fundamental de esta metodologia
es que la informacién de entrada deber de ser de tipo lingiiistico y, una vez manipulada, los

resultados deben de expresarse de igual forma para garantizar su comprension (ver Fig. 1.1).

OPERACIONES o
LINGUISTICAS SALIDA LINGUISTICA

ENTRADA LINGUISTICA

Figura 1.1: Esquema general de un proceso de Computaciéon con Palabras.

Hoy en dfa, existen muchos modelos computacionales aplicados a problemas de TDL que
siguen la metodologia de CW y que permiten modelar la opinion de los expertos mediante
informacion lingiiistica [59]. Uno de los més destacados es el modelo lingiiistico 2-tupla |39]
que, gracias al uso de la translacién simbolica, permite llevar a cabo operaciones en un dominio
continuo con total precisién. Sin embargo, un valor lingiiistico 2-tupla, al igual que la mayoria
de las propuestas para el modelado de informacién en TDL, estd compuesto Gnicamente por
un término lingiifstico, que puede ser insuficiente en problemas con alta complejidad donde los
expertos dudan y no son capaces de decantarse por un tnico término lingiiistico. Para superar
esta limitacion, otros enfoques han definido procesos para elaborar expresiones lingiiisticas
mas complejas que permiten modelar la duda de los expertos, como son los conjuntos de

términos lingiiisticos difusos dudosos (CTLDD) [57], las expresiones lingiiisticas comparativas
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(ELC) [58], etc. Con todo, estas nuevas propuestas todavia presentan varias limitaciones en

términos de expresividad y/o precision que son resumidas a continuacion:

1. Modelado de la incertidumbre: algunas propuestas [39, 78] no son capaces de representar
la duda de los expertos en la resolucién de problemas de TDL y limitan la representacién
lingiifstica a un solo término, insuficiente si tenemos en cuenta que estos problemas son

cada vez mas complejos y la duda en las opiniones de los expertos cada vez méas comun.

2. Modelado de las expresiones lingiiisticas: aunque algunas propuestas modelan la opinién
de los expertos mediante expresiones lingiiisticas més complejas que un tnico término
lingiiistico |19, 71|, a menudo estas expresiones estan tan alejadas de la forma de expre-
sarse que tienen los seres humanos, que las hace dificiles de entender y préacticamente

inutilizables.

3. Precision e interpretabilidad: es habitual en muchos enfoques [45, 75| transformar la
informacién lingiifstica de entrada en valores numéricos, lo que implica pérdida de infor-
macion y precision en los resultados. Ademaés, dichos resultados se representan mediante
estructuras no lingiiisticas dificiles de interpretar por parte de los expertos, violando la

principal caracteristica de la metodologia de CW [42].

Como hemos mencionado anteriormente, existe una gran cantidad de modelos de decision
v PAC propuestos en la literatura, cada uno con sus caracteristicas, ventajas y desventajas.
Sin embargo, estos modelos a menudo no resultan sencillos de comprender, la mayoria se pre-
sentan como algoritmos compuestos por multiples pasos o basados en modelos mateméticos
como la programacion lineal [69]. Teniendo en cuenta la alta complejidad a la que se enfrentan
los expertos a la hora de resolver un problema de TDG y més atin bajo condiciones de incerti-
dumbre donde la informacién es vaga e imprecisa, resulta impensable que ademés tengan que
invertir su tiempo en comprender, analizar y aplicar manualmente estos modelos de decisién y
PAC, incrementando atin més si cabe dicha complejidad. Sin perder de vista que, a menudo,
ciertas situaciones de decisién son tomadas bajo presién y requieren de una solucién rapida.
Por lo tanto, el desarrollo de Sistemas de Soporte a la Decision (SSD) que faciliten la labor de
los expertos en la resolucién de problemas de TD en cualquier contexto, adquiere gran impor-
tancia. A pesar de ello, existe una importante falta de herramientas software enfocadas a este
objetivo y las existentes, presentan limitaciones como la imposibilidad de tratar con problemas
de TD bajo incertidumbre |26, una bateria insuficiente de modelos de decision disponibles [18]
o la incapacidad de resolver los problemas aplicando la metodologia de CW [25].

Las principales limitaciones en los actuales modelos lingiiisticos para la resolucién de pro-
blemas de TDG bajo incertidumbre y sus PAC y la falta de herramientas software para el
tratamiento de dichos problemas, nos condujo al inicio de esta investigacion a formular las

siguientes hipdtesis:




1.2. Objetivos

1.2.

. La definicion de un nuevo y mejor marco metodolégico a partir de modelos, metodologias

y herramientas basadas en soft computing para el modelado difuso de la incertidumbre
que, mediante modelos lingtisticos complejos para procesos de TDG bajo incertidumbre
y PAC, permitird superar distintos retos impuestos por las nuevas circunstancias y ten-
dencias en las que han de desarrollarse dichos problemas y que actualmente no pueden

resolverse.

. La definicion de una métrica para PAC facilitard una mejor evaluacion del desemperio

de los distintos PAC actuales o de nuevas propuestas.

. La aplicacion de un nuevo marco metodoldgico en nuevos modelos de PAC y TDG. Ade-

mds de su integracion en un sistema software que producird un importante avance en los
PAC y TDG del mundo real al facilitar la resolucion de problemas de forma automdtica y

dar soporte a los decisores con herramientas comprensibles y adecuadas a los problemas.

Objetivos

Teniendo en cuenta las limitaciones previamente expuestas en los actuales modelos lin-

giifsticos de TD y las hipotesis de partida, nuestra meta en esta tesis doctoral se centra en

la investigacion y definicién de modelos de TD y PAC lingiiisticos complejos, que permitan

superar dichas limitaciones. En base a ésto, nos proponemos los siguientes objetivos:

1.

Establecimiento de un marco metodoldgico para el modelado y tratamiento de incerti-
dumbre en TDG y sus PAC empleando expresiones lingiiisticas complejas, que permita
modelar de forma apropiada las opiniones de los expertos y obtener resultados facilmente

interpretables y precisos.

. Definicion de nuevos modelos de consenso lingiiisticos complejos para problemas de TDG

bajo incertidumbre que superen las limitaciones de las propuestas existentes en la litera-
tura especializada, mejorando la deteccién del disenso en el grupo y las recomendaciones
de cambio sobre las opiniones de los expertos y asi incrementar el consenso entre expertos

en el menor tiempo posible.

. Elaborar métricas para procesos de consenso que establezcan referencias de funciona-

miento en el alcance de consenso y de esta forma analizar y seleccionar el mejor PAC a

aplicar en cada problema de TDG.

. Investigar distintos problemas de TDG y PAC en el mundo real, identificando sus prin-

cipales caracteristicas y los retos que nos platean para as{ poder analizar y seleccionar

el enfoque de resolucién que proporciona la mejor solucién posible.

. Soporte a la TDG de los problemas anteriores mediante el desarrollo de SSD que ayuden

a los expertos a manejar la creciente complejidad inherente en los problemas de TDG.
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1.3. Estructura

Esta tesis doctoral, de acuerdo a lo establecido en el articulo 25, punto 2, de la normativa
vigente de los Estudios de Doctorado en la Universidad de Jaén (RD. 99/2011), se compondra
de una serie de articulos publicados por el doctorando, cuya finalidad se basa en alcanzar los
objetivos marcados en la seccién anterior. Concretamente, esta memoria estd compuesta de
diez articulos, nueve de ellos publicados en revistas internacionales indexadas en la base de
datos Journal Citation Reports (JCR) y otro publicado en una revista indexada en Scopus.

La memoria se divide en los siguientes capitulos:

1. Capitulo 2: se revisan conceptos basicos relacionados con la temética de la tesis docto-
ral. Introduciremos la teoria de la logica difusa y el enfoque lingiiistico difuso. Posterior-
mente, nos centraremos en conceptos relacionados con la TDG, TDL y la metodologia
de CW. Analizaremos las ventajas y limitaciones de los modelos de decision lingiiisticos
existentes, centrandonos principalmente en el modelo lingiiistico 2-tupla, los CTLDD y
las ELC. Finalmente, expondremos la necesidad de los PAC para alcanzar soluciones

consensuadas.

2. Capitulo 3: resumira las principales propuestas que componen esta memoria, poniendo

de manifiesto los resultados obtenidos y las conclusiones extraidas en cada una de ellas.
3. Capitulo 4: los diez articulos anteriormente mencionados dan forma a esta seccién.

4. Capitulo 5: para finalizar, se extraen las principales conclusiones obtenidas a lo largo

del desarrollo de la tesis doctoral y se esbozan posibles trabajos futuros de investigacion.

Adicionalmente, se incluye un Apéndice (Apéndice A) donde se realiza un resumen en
inglés de la investigacion llevada a cabo, con el objetivo de alcanzar la Mencién Internacional
de Doctorado. Finalmente, esta memoria concluye con una recopilacion bibliografica de los

articulos mas relevantes relacionados con esta tesis doctoral.
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1.3. Estructura




Capitulo 2

Conceptos Teodricos y Antecedentes

En este capitulo haremos un breve resumen de los conceptos teéricos y antecedentes relacio-
nados con la investigacién presentada en esta memoria. Inicialmente, introduciremos conceptos
bésicos sobre logica difusa y el enfoque lingiifstico difuso. A continuacién, profundizaremos en
la definicién de toma de decision bajo incertidumbre y analizaremos algunas de las propuestas
mas importantes que permiten modelar dicha incertidumbre mediante expresiones lingiiisticas.

Por dltimo, describiremos los procesos de alcance de consenso en toma de decision.

2.1. Légica Difusa y Enfoque Lingiiistico Difuso

L. Zadeh introdujo la Teoria de la Ldgica Difusa [88] con el propoésito de modelar la
incertidumbre o imprecision. Para ello, extendié la definicion de conjunto clisico a la de
conjunto difuso, donde los limites del conjunto no estan estrictamente definidos. Por una
parte, un conjunto clasico estd marcado por una estricta restriccion de dicotomia, es decir,
un objeto puede pertenecer o no a un conjunto. Esta clasificacién binaria se puede definir

mediante la siguiente funcién caracteristica:

Definiciéon 1 Sea A un conjunto en el universo X, la funcidn caracteristica asociada a A,
A(z),x € X, se define como:

1, si A
Awy =4 0
0, six¢A.

De acuerdo a la Definicién 1, la pertenencia o no de un objeto z al conjunto A se define
mediante una funcién A : X — {0,1} cuyo valor es 1 cuando el objeto pertenece al conjunto
y 0 en caso contrario. La definicién de conjunto difuso suaviza la restriccion de la funciéon
caracterfstica de un conjunto clasico, permitiendo obtener valores intermedios. En un conjunto

difuso, la funcién caracteristica pasa a denominarse funcion de pertenencia:

11
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Definiciéon 2 [88]. Un conjunto difuso A sobre X estd definido por una funcién de pertenencia

que transforma los elementos del universo del discurso X en el intervalo [0, 1].
pi: X —[0,1]

Por lo tanto, un conjunto difuso A en X puede representarse como un conjunto de pares

ordenados de un elemento x € X y su grado de pertenencia p 3(x):

A={(a, u3(0))/ 2 € X, p(x) € [0,1]}

La funcién de pertenencia de un conjunto difuso resulta méas compleja que la funcién
caracterfstica de un conjunto clésico, ya que permite obtener un valor de pertenencia entre
0 vy 1. Cuanto més cercano a 1, mayor es el grado de pertenencia. Por lo tanto, es necesario
definir funciones que describan la pertenencia a un conjunto difuso. Aunque los conjuntos
difusos pueden representarse mediante muchos tipos de funciones, siempre que cumplan la
condicion p ;3 € [0, 1], las funciones paramétricas son las mas utilizadas. Dentro de esta familia
de funciones, la méas comunes son las de tipo triangular y trapezoidal (ver Fig. 2.1), cuyas

funciones de pertenencia se definen a continuacion:

» Funcion de pertenencia triangular:

0, si z<a
z — a, si z€ (a,b]
pal@)=yc-z (byc)
) € (b,
p— si c
0, si Tr>c¢
= Funcion de pertenencia trapezoidal:
0, si x<a
r—a
s w e (o)
pilx) =41 si x € (b
d—z
T €
s re(ed)
0, si x>d

\

La l6gica difusa desempena un papel fundamental a la hora de enfrentarse a la mayoria de
problemas del mundo real, que se definen habitualmente bajo un contexto de incertidumbre
y falta de informacién. La cuestién clave reside en cémo modelar dicha incertidumbre de una
manera sencilla e interpretable por los seres humanos. La respuesta ya ha sido abordada con
gran éxito a través del modelado lingiistico |38]. El modelado lingiiistico de la incertidumbre

nos permite utilizar palabras del lenguaje natural como alto, sencillo o comodo para evaluar
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0

a b c> 0abcd

Funcioén de pertenencia triangular Funcion de pertenencia trapezoidal

>

Figura 2.1: Funciones paramétricas.

aspectos cualitativos de un problema que tienen que ver con percepciones o sensaciones. Exis-
ten multiples enfoques para el modelado de informacion lingiiistica [42, 43, 89], pero en el
desarrollo de esta tesis doctoral se ha empleado el enfoque lingiiistico difuso.

El enfoque lingiiistico difuso sustenta sus bases en la Teorfa de la Logica Difusa y permite
modelar la informacién lingiliistica mediante el concepto de variable lingtidstica definido por L.
Zadeh [89]. En palabras de L. Zadeh, una variable lingiiistica es “una variable cuyos valores no
son nimeros sino palabras o frases en un lenguaje natural o artificial”. La definicion formal

de una variable lingiiistica se presenta a continuacién:

Definiciéon 3 [89]. Una variable lingiiistica se compone de una quintupla (H, T(H), U, G, M),
donde H representa el nombre de la variable, T(H) un conjunto de términos lingiiisticos de
H, donde cada valor es una variable difusa notada como X y que varia a lo largo del universo
de discurso U, G es una regla sintdctica para generar los nombres de los valores de H y M es

una regla semdntica que asocia significado M(X) a cada elemento de H, el cual es un conjunto

difuso de U.

En resumen, una variable lingiiistica esta principalmente formada por un valor sintictico
o etiqueta (una palabra perteneciente a un conjunto de términos lingiiisticos) y un valor
semantico representado por un conjunto difuso dado en un universo de discurso.

En la Fig. 2.2 podemos ver un ejemplo de conjunto de términos lingiiisticos. A partir de
este conjunto de términos una persona podria expresar su conocimiento empleando cualquiera
de los descriptores lingiifsticos que componen el conjunto, en este caso, Horrible, Muy malo,
Malo, Medio, Bueno, Muy bueno o Ezcelente. También podemos apreciar que la seméantica
de las variables son representadas por funciones de pertenencia triangulares, aunque podrian
usarse otro tipo de funciones como las trapezoidales, mencionadas anteriormente.

En un conjunto de términos lingiiistico, el niimero de términos que lo componen (también
denominado cardinalidad) es un aspecto importante a tener en cuenta. Esta decision dependera

del grado de conocimiento que se pretenda expresar. Un conjunto con pocos términos implica
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falta de conocimiento y, a su vez, pérdida de expresividad. Por el contrario, un conjunto con
una cardinalidad alta presenta una mayor granularidad de la incertidumbre, que es adecuada
cuando el grado de conocimiento es alto. Los valores mas comunes de cardinalidad suelen ser
valores impares como 5, 7 0 9 [44], donde el término medio representa un valor aproximado
de 0.5 y el resto de términos son distribuidos alrededor de éste [6].

Horrible Muy malo Malo Medio Bueno Muy bueno Excelente

1

0 0.17 0.33 0.5 0.67 0.83 1

Figura 2.2: Conjunto de términos lingiiisticos.

Por otro lado, el modelado difuso de informacion lingiiistica no se ha limitado exclusiva-
mente al uso de términos lingiifsticos simples. La necesidad de expresiones lingiiisticas mas
complejas y flexibles para representar de forma apropiada el conocimiento de las personas, ha
dado lugar a numerosas propuestas basadas en el enfoque lingiiistico difuso. En esta tesis doc-
toral se presenta, en la Seccién 4.1, una publicacién con una revisién bibliografica de algunas

de estas extensiones.

2.2. Toma de Decisién Lingiiistica bajo Incertidumbre

La Toma de Decision (TD) es una actividad cotidiana en la vida de los seres humanos que
implica seleccionar, entre un conjunto de posibles alternativas, la mejor como solucién a un
problema de decision. Algunos problemas de TD son tan sencillos y cotidianos que pueden ser
resueltos en un breve espacio de tiempo y por una sola persona. Sin embargo, otros problemas
de TD resultan mucho més complejos vy requieren de la participacién de varios expertos con
diferentes puntos de vista y conocimiento [28, 46, 52, 77, 82|, dando lugar a la Toma de
Decision en Grupo (TDG). Formalmente, un problema de TDG se compone de un conjunto
finito de expertos E = {ej, €9, ..., e, } cuya principal tarea consiste en seleccionar una o varias
alternativas dentro de un conjunto finito de posibles opciones X = {z1,z,...,2,} como
solucion /es al problema de decision. En multiples problemas, las alternativas son evaluadas
a partir de un conjunto finito de atributos o criterios C' = {c1,¢,...,cs}, dando lugar a la
Toma de Decision Multi-criterio |27, 60, 87].

El proceso clasico de resolucion de un problema de TDG esta compuesto de dos fases (ver
Fig. 2.3):
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1. Agregacion: las opiniones individuales de los expertos sobre cada alternativa y criterio
son agregadas empleando un operador de agregacion adecuado. De esta forma, se obtiene

un valor colectivo para cada una de las alternativas del problema.

2. Ezxplotacion: los valores colectivos obtenidos en la fase anterior son ordenados mediante
funciones de seleccion que permiten seleccionar la/s mejor/es alternativa/s como solucion

del problema.
PREFERENCIAS

R 4
4dib AGREGACION EXPLOTACION

¢!

Figura 2.3: Esquema general de resolucion de un problema de TDG.

En el mundo real, los seres humanos se enfrentan a problemas de TD condicionados por
la falta de informacién y la inevitable aparicién de incertidumbre, ya que es casi imposible
conocer todos los estados de la naturaleza del problema. El modelado de dicha incertidumbre
mediante informacion lingtiistica ha ofrecido excelentes resultados |21, 40|, dando lugar a los
problemas de Toma de Decision Lingiiisticos (TDL). En este tipo de problemas, el enfoque
lingiiistico difuso se presenta como uno de los enfoques més utilizados a la hora de modelar
las preferencias de los expertos mediante expresiones lingiiisticas (ver Secciéon 2.1).

El esquema de resolucion de un problema de TDL varia ligeramente con respecto al de un

problema de TD clasico, incorporando dos fases adicionales [21] (ver Fig. 2.4):

1. Seleccion del conjunto de términos lingiiisticos y su semdntica: se define el conjunto de
términos linglifsticos que los expertos usardn para expresar apropiadamente su conoci-

miento sobre el conjunto de alternativas.

2. Seleccion de un operador de agregacion para informacion lingiistica: las opiniones pro-
porcionadas por los expertos mediante expresiones lingiiisticas son agregadas mediante

un operador lingiiistico, obteniendo un valor colectivo para cada una de las alternativas.

El esquema presentado en la Fig. 2.4 evidencia la necesidad de llevar a cabo operaciones
con informacioén lingiifstica para encontrar la soluciéon a un problema de TDL. En este sentido,
la metodologia de Computacion con Palabras (Computing with Words, CW) [42, 90] imita
el proceso de razonamiento del ser humano, generando resultados lingiifsticos a partir de
premisas también lingiiisticas. Segun la definicién proporcionada por L. Zadeh, la CW es “una
metodologia en la que se usan palabras en lugar de numeros para calcular, razonar y tomar

decisiones”. La metodologia de CW ha sido aplicada con éxito para llevar a cabo procesos
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SELECCION DEL CONJUNTO
DE TERMINOS LINGUISTICOS
Y SU SEMANTICA

PREFERENCIAS SELECCION DE |
LINGUISTICAS OPERADOR LINGUISTICO!

| |
$ raXd
,/ | x x : AGREGACION EXPLOTACION

S WI=SPERR = = > =

o SXSX

Figura 2.4: Esquema general de resoluciéon de un problema de TD lingiifstico.

computacionales en problemas de diferentes &mbitos como la TDL [12, 20], aprendizaje [48] o
base de datos [86] entre otros.

En esta memoria nos centraremos en los procesos computacionales llevados a cabo a través
de la CW en problemas de TDL, donde esta metodologia se ha aplicado de forma especialmente
intensa [12, 20, 39, 40] y que ha dado lugar a diferentes esquemas de CW [67, 84, 85]. Sin
embargo, todos ellos enfatizan la necesidad de obtener resultados lingiiisticos precisos y faciles
de interpretar. R.R. Yager introdujo (84, 85| un esquema de CW formado por dos procesos
principales, transformacion y retransformacién (representado en Fig. 2.5). El primero consiste
en transformar la informacién lingiiistica de entrada a un formato basado en la logica difusa
vy que pueda ser manipulado por una méaquina. El segundo se encarga de transformar la
informacién manipulada de nuevo a un formato lingiifstico que sea facil de interpretar por los

seres humanos.

ENTRADA ; ’ SALIDA
LINGUISTICA TRANSFORMACION MANIPULACION RETRANSFORMACION LINGUISTICA

Figura 2.5: Esquema de CW propuesto por R. R. Yager.

2.3. Modelos Lingiiisticos Computacionales

De acuerdo a lo mencionado en la seccién anterior, el modelado de incertidumbre mediante
informacién lingiiistica implica llevar a cabo procesos de CW. En base a esto, se han propuesto
una gran cantidad de modelos de representacién lingiiisticos que llevan a cabo operaciones con
informacién lingiifstica. En esta seccién revisaremos brevemente los modelos mas relevantes
relacionados con la investigacién desarrollada en esta memoria. Estos mismos modelos, ademas
de otros, son revisados junto a sus procesos computacionales en mayor profundidad en el

articulo incluido en la Seccion 4.1.

2.3.1. Modelo de Representaciéon Lingiiistico 2-tupla

El modelo de representacion lingiistico 2-tupla [39], basado en el enfoque lingiiistico di-

fuso, es uno de los modelos de representacién lingiiisticos mas usados en TDL. Este modelo
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presenta como principales caracteristicas la alta interpretabilidad y precisién de los resultados.
La primera de ellas, se consigue gracias al desarrollo de procesos de CW que permiten obtener
resultados representados de forma lingiiistica. La segunda viene determinada por la repre-
sentaciéon en un espacio continuo de los valores lingiifsticos, que permite obtener resultados
precisos sin pérdida de informacion.

Uno de los conceptos mas importantes presentados en el modelo lingiiistico 2-tupla [23,
39] es el de translacion simbélica, un valor numérico que representa el desplazamiento de la
funcién de pertenencia de una etiqueta lingiiistica. Formalmente, la informacion lingiiistica en
el modelo lingtiistico 2-tupla se representa a partir de un par de valores (s;, a) donde s; es una
etiqueta lingiiistica que pertenece a un conjunto de términos lingiiisticos S = {sg, s1,...,8¢4} ¥
el valor de translacion simbolica o € [—0,5,0,5) que representa el desplazamiento de la funcion

de pertenencia del término s; (ver Fig 2.6). El valor de « se define como:

[—0,5,0,5) sis; € {s1,52,...,5¢-1}
a=410,0,5) St 8; = So
[—0,5, 0] st 8; = Sg
Muy bajo Bajo Medio (Medio, o) Alto Muy alto
1 «
4
4
K4
l" K
it K
. K
4
4
4
.O
0 0.25 0.5 0.75 1

Figura 2.6: Translacién simbélica.

Un valor lingiifstico 2-tupla (s;, a) € S, siendo S el conjunto de valores lingiiisticos 2-tuplas
asociado a S definido como S = S x [-0,5,0,5), también puede representarse mediante un

valor numérico equivalente 3 € [0, g]:

Proposicion 1 [39]/ Dado S = {so,...,s4} un conjunto de términos lingiisticos y (s;, ) € S
un valor lingiiistico 2-tupla. Eziste una funcion, A~ tal que:

A5 0,9

Agl(si,a) =a+i=p

A su vez, un valor numérico § € [0, g] puede ser transformado a su correspondiente valor

lingiifstico 2-tupla de la siguiente forma:
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Definicién 4 [39] Dado S = {so, ..., sy} un conjunto de términos lingiiisticos y S el conjunto
de 2-tuplas asociado a S definido como S = S x [-0,5,0,5). La funcion Ag : [0,g] — S es
dada por:

i = round(f)
Ag(B) = (84, ), con .
a=p—1
donde round(-) es una funcidn que asigna el entero mds cercano i € {0,...,g} a B.

El modelo de representaciéon lingiiistico 2-tupla fue definido junto a un modelo compu-

tacional que puede ser consultado en detalle en las referencias [23, 39].

2.3.2. Conjunto de Términos Lingiiisticos Difusos Dudosos

El modelo de representaciéon lingiifstico 2-tupla presenta ventajas muy destacables en tér-
minos de precisién e interpretabilidad. Sin embargo, los valores lingiiisticos 2-tupla estan re-
presentados por un dnico término lingiiistico, que puede ser insuficiente en situaciones donde
los expertos duden entre varios términos lingiifsticos al expresar sus opiniones. Con el objetivo
de superar esta limitacion y modelar la duda de los expertos, se definieron los Conjuntos de
Términos Lingtisticos Difusos Dudosos (CTLDD) [57].

Definicion 5 [57] Sea S un conjunto de términos lingiisticos, S = {so,...,sq}, un CTLDD
Hg se define como un subconjunto finito ordenado de términos lingiiisticos consecutivos per-

tenecientes a S.
HS = {Si, Sit+1y--- ,Sj}
Para clarificar este concepto, veamos un ejemplo:

Ejemplo 1 Suponiendo un conjunto de términos lingiisticos S = {Muy inseguro, Inseguro,

Medio, Sequro, Muy segquro}, algunos posibles CTLDD serian:

H{ = {Inseguro, Medio}
HZ% = {Medio, Seguro, Muy seguro}
H} = {Seguro, Muy seguro}

2.3.3. Expresiones Lingiiisticas Comparativas

Los CTLDD permiten a los expertos expresarse mediante varios términos lingliisticos en
situaciones de duda y no tienen claro cudl de ellos escoger. Sin embargo, éstos estan bastante
lejos de la forma de expresarse que tienen los seres humanos. Por lo tanto, es evidente la
necesidad de crear expresiones lingiiisticas més complejas que permitan modelar la duda de los
expertos con una estructura similar a las expresiones que usan los seres humanos para expresar

su conocimiento. Con este objetivo, Rodriguez et al. [58] definié un nuevo tipo de expresiones




2. Conceptos Teoéricos y Antecedentes 19

lingiifsticas mas expresivas y complejas denominadas Ezpresiones Lingiiisticas Comparativas
(ELC).

Las ELC se basan en los CTLDD, pero son generadas mediante una gramdtica libre de
conterto que permite modelar expresiones mas cercanas al lenguaje que usan los expertos en
problemas de TDL. Rodriguez et al. introdujo la siguiente graméatica libre de contexto para
generar ELC [58]:

Definicién 6 [58/ Dado Gy una gramdtica libre de contexto y S = {so,...,sq} un conjunto
de términos lingiisticos. Los elementos de Gy = (Vi, Vi, I, P) se definen como:

Vi = {(término primario), (término compuesto),

(relacion unaria), (relacion binaria), (conjuncidn)}

Vr = {al menos, como mucho, menor que, mayor que, entre, y, So, Si,...,5¢}

IeVy
La reglas de produccidn se definen a partir de la forma extendida de Backus-Naur:

P ={I ::= (término primario)|(término compuesto)
(término compuesto) ::= (relacion unaria)(término primario))

(relacion binaria)(término primario)(conjuncion)(término primario)

(término primario) ::= so|s1|...|sq

(relacion unaria) ::= al menos|como mucho|menor que|mayor que
(relacion binaria) ::= entre

(conjuncion) =y}

Ejemplo 2 Suponiendo un conjunto de términos lingiisticos S = { Muy incémodo, Incémodo,
Normal, Cémodo, Muy cdmodo} y la gramdtica libre de contexto Gg mostrada en la Defini-
cion 6, algunos ejemplos de ELC serian:

ELCy = Al menos cémodo

ELCy = Como mucho Normal

ELC3 = Menor que cémodo

ELCy = Mayor que Normal

ELC5 = Entre Cémodo y Muy cédmodo

ELCs = Normal

2.4. Procesos de Alcance de Consenso

En la seccion 2.2 hemos visto diferentes esquemas de resolucion para problemas de TDG y

TDL (ver Figs. 2.2 y 2.3). En ambos esquemas se aprecia que la opiniones de los expertos son
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agregadas directamente, ignorando los posibles desacuerdos que pueden existir entre ellos. La
principal consecuencia de esta omisién es que algunos expertos podrian no estar de acuerdo con
la solucién obtenida, sintiéndose ignorados y poniendo en entredicho la confianza en el proceso
de decision. Hoy en dia, las decisiones consensuadas son realmente valoradas en diferentes
ambitos de la sociedad [16, 49, 82| por lo que parece evidente la necesidad de anadir un
Proceso de Alcance de Consenso (PAC) en el esquema de resolucion de un problema de TDG
antes de la seleccion de la mejor alternativa.

Antes de definir en detalle qué es un PAC, explicaremos qué se entiende por consenso.
El concepto de consenso puede generar cierta controversia, ya que existen mnltiples puntos
de vista sobre su significado. Algunos enfoques mas estrictos definen el consenso como la
unanimidad o acuerdo total, que dificilmente puede ser alcanzado en la préactica [32]. Otros
enfoques son mas flexibles. Como la visién de Kacprzyk, que propuso el concepto de soft
consensus [29, 30|, un enfoque basado en la mayoria difusa que establece el consenso en
un grupo cuando “a mayoria de expertos mds relevantes estan de acuerdo en casi todas las
opciones relevantes”. En esta memoria de investigacion, tomaremos la vision de Kacprzyk de
soft consensus.

Un PAC es un proceso iterativo y dinamico en el que los expertos discuten, revisan y
modifican sus opiniones iniciales con el objetivo de acercar posturas y llegar a una solucién
consensuada en un ntmero determinado de rondas de debate. Este proceso suele estar guiado
por un moderador, una persona encargada de identificar aquellos expertos mas alejados de la
opinién general del grupo y de sugerir los cambios necesarios en las opiniones de los mismos
para evitar estancamientos en el proceso de decision. Generalmente, un PAC esta formado por

las siguientes fases (representadas en Fig. 2.7):

1. Recopilacion de preferencias: se recopilan las preferencias que los expertos han propor-

cionado sobre las alternativas.

2. Calcular nivel de consenso: se calcula el nivel de consenso actual en el grupo de expertos a

través de una medida de consenso. Existen dos tipos basicos de medidas de consenso [49]:

s Medida de consenso basada en la distancia a la opinion colectiva del grupo: se
calcula la opinién colectiva del grupo mediante la agregaciéon de las opiniones in-
dividuales de los expertos. Posteriormente, se calcula la distancia entre la opinion

colectiva y la individual de cada experto.

s Medida de consenso basada en la distancia entre las opiniones de los expertos: se
calcula la similitud de opiniones para cada par de expertos. Posteriormente, los

valores de similitud son agregados para obtener el valor de consenso en el grupo.

3. Control del consenso: se comprueba si el consenso actual del grupo ha alcanzado un
minimo nivel de consenso requerido y predefinido antes de iniciar el proceso de consenso.

Si se ha alcanzado, el PAC termina y daria comienzo el proceso de seleccion de la mejor
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alternativa. En caso contrario, es necesaria otra ronda de debate. El nimero maximo de
rondas de debate también se establece a priori, con el fin de evitar procesos interminables.
Si se alcanza el méximo nimero de rondas pero no el minimo consenso requerido, el

proceso terminara sin llegar a un acuerdo.

4. Generacion de recomendaciones: en el caso de no alcanzar un acuerdo en la ronda actual,
el moderador identifica los mayores puntos de disenso en el grupo y aconseja a los
expertos que cambien ciertas opiniones con el objetivo de elevar el nivel de consenso.
Existen modelos de consenso que eliminan el papel del moderador y llevan a cabo los
cambios en las opiniones de forma automatica sin necesidad de involucrar a los expertos.

Estos modelos suelen usarse como herramienta de apoyo a PAC del mundo real [76, 91].
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Figura 2.7: Esquema general de un proceso de consenso.

Existe una inmensa cantidad de modelos de consenso propuestos en la literatura |35, 56, 83].
Algunos de los mas relevantes fueron revisados en el desarrollo de esta tesis doctoral en el
articulo incluido en la Seccién 4.4. Este hecho llevo a Palomares et al. [49] a introducir una
taxonomia de modelos de consenso para problemas de TDG, que clasifica los modelos en base

a dos aspectos basicos (ver Fig. 2.8):

» Con o sin generacidn de recomendaciones: los modelos son clasificados dependiendo de

si incorporan o no un mecanismo de generacién de recomendaciones.

s Medida de consenso: los modelos son clasificados dependiendo de la medida que empleen
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para calcular el consenso, ya sea basada en la distancia a la opinién colectiva o basada

en la distancia entre las opiniones individuales de los expertos.

Medidas de consenso basadas
en la distancia a la opinion colectiva
A

Q Q

Con generacion —  Sin generacion
de recomendaciones de recomendaciones

Q, Q,

Y
Medidas de consenso basadas
en la distancia entre expertos

Figura 2.8: Taxonomia de modelos de consenso.

Aunque la taxonomia propuesta por Palomares et al. nos permite categorizar de forma
clara los modelos de consenso en base a sus principales caracteristicas, la gran cantidad de
propuestas dificulta en gran medida la seleccion del modelo de consenso mas adecuado para un
problema de TDG dado. Este problema es abordado en esta memoria desde diferentes puntos
de vista. Por un lado, en la Seccién 4.8 del capitulo 4, se incluye un articulo donde se presenta
una meétrica de consenso que permite evaluar el desempeifio de un modelo de consenso aplicado
a un problema de TDG. Por otro lado, el desarrollo de un sistema de soporte a la decisiéon nos
permitiria llevar a cabo simulaciones de diferentes modelos de consenso y determinar cual es
el que mejor se ajusta a las necesidades del problema. También en el capitulo 4, Seccion 4.9,

se presenta un articulo donde se introduce un software enfocado al soporte de PAC en TDG.




Capitulo 3

Discusion de los Resultados

En este capitulo se resumiran las propuestas que dan forma a esta memoria de investigacion
junto con los resultados y conclusiones obtenidas a partir de las mismas. Este capitulo se

estructura en tres propuestas principales que se dividen a su vez en diferentes partes:

1. Modelado y Tratamiento de Informacion Lingiistica mediante Expresiones Lingiisticas

Complejas. Esta propuesta se divide en tres propuestas especificas:

w Visidn General de las Propuestas Existentes sobre Modelado de Preferencias me-

diante Expresiones Lingiiisticas en la Toma de Decision.

» Definicion de Fxpresiones Lingiiisticas Comparativas con Translacion Simbdlica en
Toma de Decision.
» Operadores de Agregacion para Erpresiones Lingiiisticas Comparativas con Trans-

lacion Simbdlica.

2. Procesos de Alcance de Consenso en Toma de Decision en Grupo. Esta propuesta se

divide en cinco propuestas especificas:

s Fstudio Comparativo de Modelos de Consenso Cldsicos en Problemas de Toma de

Decision en Grupo a Gran Escala.

v Proceso de Alcance de Consenso a Gran Escala para la Gestion de Dudas en Grupos

de Fxpertos.
» Proceso de Alcance de Consenso con Expresiones Lingiiisticas Comparativas.

» Proceso de Alcance de Consenso con Fxpresiones Lingiisticas Comparativas con

Translacion Simbdlica.

» Métrica basada en Modelos Integrales de Minimo Coste para Procesos de Alcance

de Consenso.

3. Soporte a Problemas de Toma de Decision en Grupo y Procesos de Alcance de Consenso.

Esta propuesta se divide en dos propuestas especificas:

23
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v Software para el Andlisis de Procesos de Alcance de Consenso: AFRYCA 2.0.

» Software para el Soporte de Problemas de Decision basados en Politica Climdtica:

APOLLO

3.1. Modelado y Tratamiento de Informacién Lingiiistica me-

diante Expresiones Lingiiisticas Complejas

Esta parte comienza analizando ventajas e inconvenientes de las principales propuestas
que existen en la literatura basadas en el modelado lingiiistico de preferencias en problemas
de TDL. Posteriormente, se propone un nuevo modelo de representacion lingiifstico basado
en Expresiones Lingiisticas Comparativas con Translacion Simbdlica (ELICIT) que supera las
limitaciones de los modelos existentes. Finalmente, cualquier modelo de representacién lingiifs-
tico debe tener asociado un modelo computacional que permita llevar a cabo las operaciones
con informacién lingiiistica. Para ello, el proceso de agregaciéon de la informacion es clave, por

lo que proponemos diferentes operadores de agregacion que trabajen con informacion ELICIT.

3.1.1. Vision General de las Propuestas Existentes sobre Modelado de Pre-
ferencias mediante Expresiones Lingiiisticas en la Toma de Decisi6én

En esta parte, se revisan las principales propuestas basadas en el enfoque lingiiistico difuso
para el modelado de preferencias mediante expresiones lingiifsticas complejas en problemas de
TDL [11, 37, 57, 58, 64, 70, 71]. Del andlisis de cada una de estas propuestas, se extraen sus
principales ventajas e inconvenientes y una visién clara de cudles son los principales aspectos
a mejorar en el modelado de preferencias mediante expresiones lingiifsticas. Algunos de estos

aspectos se resumen a continuacion:

s A pesar de que algunas propuestas son bastante flexibles a la hora de generar expresiones
lingiiisticas [11, 37|, no definen un proceso formal para su generacion o estan lejos del
lenguaje natural del ser humano. Por otro lado, aquellas expresiones mas cercanas al
lenguaje comun de los seres humanos son menos flexibles [58]. Por lo tanto, es clave
elaborar expresiones lingiiisticas cercanas al pensamiento del ser humano y que a su vez

sean maés flexibles.

= El modelado de incertidumbre en problemas de TD generalmente se establece aplicando
una Unica técnica. Sin embargo, ésto podria no ser realista, teniendo en cuenta los
miltiples enfoques que se pueden aplicar para resolver un problema. Por lo tanto, seria
digno de estudio el modelado de la incertidumbre mediante la combinacién de varios

enfoques de forma simultanea, aprovechando las bondades de cada uno de ellos.

= Las propuestas analizadas proporcionan un significado dnico a las expresiones lingiiisti-

cas que generan. Sin embargo, una expresion lingiiistica puede tener diferentes signifi-
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cados dependiendo de la persona, por lo que seria interesante elaborar mecanismos de

representacion para expresiones lingiifsticas que consideren este aspecto.

El articulo asociado a esta revisién se encuentra en la Secciéon 4.1. Cabe destacar, que este
articulo es, segiin los InCites Essential Science Indicators publicados por Clarivate Analytics,
altamente citado (Highly Cited Paper).

3.1.2. Definiciéon de Expresiones Lingiiisticas Comparativas con Transla-
cién Simbdlica en Toma de Decisién

Este trabajo toma como punto de partida las conclusiones extraidas de la revisiéon pre-
sentada en la seccién anterior, que ponen de manifiesto la necesidad de definir un nuevo
modelo de representacion lingiiistico que permita superar las limitaciones existentes en otros
modelos publicados en la literatura. Estas limitaciones se engloban principalmente en dos as-
pectos bésicos, la precisién en los procesos llevados a cabo con las expresiones lingiiisticas y
la interpretabilidad de las mismas. La revisién de modelos lingiifsticos permitié analizar dos
propuestas que presentan buenas caracteristicas en relacién a estos dos aspectos, aunque por
separado. Por un lado, el modelo de representacion lingiiistico 2-tupla (ver Secciéon 2.3.1),
lleva a cabo procesos de CW precisos gracias al uso del concepto de translacion simboélica.
Sin embargo, estas expresiones estan formadas por un tnico término lingiiistico, insuficiente
en situaciones donde los expertos dudan entre varios términos linglifsticos. Esta limitacién es
superada por las ELC basadas en CTLDD (ver Seccién 2.3.3), que permiten modelar la duda
de los expertos ademds de ofrecer una representacion lingiiistica rica y cercana a la forma de
pensar del ser humano. A pesar de que multiples modelos han empleado las ELC (9, 45, 54, to-
dos presentan inconvenientes desde diferentes puntos de vista. La mayoria de estas propuestas
transforman las ELC para llevar a cabo los procesos computacionales, perdiendo informacién
en dicho proceso y, en consecuencia, también la principal caracteristica de estas expresiones,
su interpretabilidad.

Lo mencionado anteriormente evidencia las limitaciones tanto del modelo de representaciéon
lingiiistico 2-tupla como de las ELC, pero también sus bondades, lo que nos llevé a pensar que
un uso combinado de ambas propuestas podria ofrecer excelentes resultados en el modelado
de informacién lingiifstica. Otras propuestas existentes en la literatura especializada ya com-
binaron en menor o mayor medida conceptos relacionados con las ELC, CTLDD y el modelo
lingiiistico 2-tupla [1, 63, 74, 95|, aunque ninguna de ellas de una forma plenamente satisfac-
toria. Por esta razén, proponemos un nuevo modelo de representaciéon lingiifstico que combina
la expresividad de las ELC y la precision del modelo lingiiistico 2-tupla. Este nuevo modelo
de representacién lingiifstico modela la informaciéon lingiiistica a partir de informacién ELI-
CIT, ELC extendidas a un dominio continuo mediante el uso de la translacion simbdlica. Las
expresiones propuestas se generan a través de una gramatica libre de contexto cuyos términos

estdn formados por valores lingiiisticos 2-tupla en lugar de términos lingiiisticos simples.




3.1. Modelado y Tratamiento de Informacién Lingiiistica mediante Expresiones
26 Lingiiisticas Complejas

Junto al modelo de representacién lingiiistico ELICIT se propone un enfoque de CW para
informacién ELICIT que permite, partiendo de premisas lingiiisticas representadas por ELC e
informacion ELICIT, llevar a cabo procesos de CW precisos basados en operaciones difusas [53]
y obtener resultados faciles de interpretar representados mediante informaciéon ELICIT. Para
llevar a cabo los procesos de CW con informacién ELICIT, se define un modelo computacio-
nal con operaciones basicas como la negacién, comparaciéon entre ELICIT u operadores de
agregacion.

Por ltimo, las bondades del nuevo modelo lingiiistico se ponen de manifiesto mediante la
resolucién de un problema de TDL y la comparacién con otros modelos lingiiisticos previos.
Los resultados obtenidos muestran que el modelo de representacion ELICIT proporciona una

solucidén mas precisa, interpretable y fiable que otros enfoques.

El articulo asociado a esta parte se encuentra en la Seccion 4.2.

3.1.3. Operadores de Agregaciéon para Expresiones Lingiiisticas Compara-
tivas con Translacién Simbdlica

La anterior propuesta nos permite modelar preferencias lingiiisticas mediante informaciéon
ELICIT y llevar a cabo procesos de CW para la resolucion de problemas de TDL. Una etapa
clave en la resolucién de un problema de TDL es la fase de agregaciéon de informacién median-
te operadores de agregacion lingiifsticos, donde se combinan las opiniones individuales de los
expertos sobre las alternativas en base a diferentes atributos (ver Seccion 2.2). En ocasiones,
dichos atributos estdn relacionados entre si, siendo necesario modelar dicha interaccién para
llevar a cabo correctamente el proceso de agregaciéon y obtener una solucién fiable del pro-
blema. Sin embargo, en el anterior trabajo no se propuso ningin operador de agregacién que
considerara, la interrelacion entre las ELICIT agregadas ni tampoco que tuviera en cuenta la
importancia individual de los atributos en el proceso de agregacién, clave en muchos procesos
de decision.

Teniendo en cuenta la falta de propuestas, en este trabajo nos marcamos como objetivo
definir nuevos operadores de agregacion lingiiisticos para informacion ELICIT que consideren
diferentes patrones de relacién entre los atributos y la importancia de los mismos en el proceso
de agregacion. Dichos operadores estan basados en la media de Bonferroni y sus variantes |5,
13, 14], capaces de capturar diferentes tipos de relacion entre los atributos agregados. En total,
se proponen tres nuevos operadores de agregacion, el primero enfocado a expresiones ELICIT
cuya interrelacién es homogénea o, en otras palabras, en donde cada expresién de entrada
tiene relaciéon con el resto. El segundo enfoque se basa en un operador de agregacién que trata
con expresiones ELICIT con una interrelacion heterogénea, es decir, donde ciertas expresiones
pueden tener o no relacién con el resto. Por ultimo, el tercer operador de agregacion trata

la interrelacion partida de las expresiones ELICIT, en la cual, las expresiones de entrada son
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divididas en conjuntos formados por expresiones ELICIT con una interrelacion entre ellas,
pero no asi entre expresiones de diferentes conjuntos.

Por 1ltimo, los operadores ELICIT propuestos se aplican en la resolucién de un problema
de TDL comparando su funcionamiento con operadores similares pero que no consideran la
interrelacién entre los atributos del problema. Como conclusion, observamos que el ranking de
las alternativas obtenido a través de los operadores propuestos es totalmente diferente al que
ofrecen los operadores que no consideran la relacién entre atributos, demostrando la necesidad

de considerar la relacién subyacente entre los atributos en un problema de TDL.

El articulo asociado a esta parte se encuentra en la Seccién 4.3.

3.2. Procesos de Alcance de Consenso en Toma de Decision en

Grupo

En primer lugar, esta propuesta estudia los principales retos que existen hoy en dia en los
PAC en problemas de TDG, teniendo en cuenta aspectos como el incremento del nimero de
expertos involucrados en el proceso de decisién y analiza si algunos de lo modelos de consenso
mas usados en la literatura pueden afrontar estos nuevos retos. Posteriormente, se presentan
diferentes propuestas de PAC con diferentes caracteristicas capaces de tratar con problemas
de TDG del mundo real. Por ultimo, se propone una métrica para PAC que permite evaluar el
desempeno de los mismos y determinar que PAC es mas adecuado para un problema de TDG

a resolver.

3.2.1. Estudio Comparativo de Modelos de Consenso Clasicos en Proble-
mas de Toma de Decisién en Grupo a Gran Escala

En esta parte, se estudian y analizan los nuevos retos que plantean los problemas de
TDG y sus PAC debido a la expansién de paradigmas tecnoldgicos en nuestra sociedad, como
por ejemplo, las redes sociales o el Big Data y que han dado paso a nuevos problemas de
TDG donde el ntimero de personas involucradas pueden ser de cientos o miles. En este tipo
de problemas los PAC son atin més necesarios si cabe, ya que un gran namero de decisores
implica una polarizacién de las opiniones y, a su vez, la aparicién inevitable de un gran niimero
de conflictos, la necesidad de tratar con miltiples puntos de vista y comportamientos frente
al proceso de decision, la deteccién de coalicién entre grupos, etc.

Los modelos de PAC clésicos presentados en la literatura especializada, tratan con proble-
mas de TDG donde el nimero de expertos se asume como pequeno, lo que lleva a formularnos
una, pregunta obvia, json los modelos de PAC enfocados a problemas de TDG con pocos ex-
pertos adecuados para hacer frente a problemas donde el nimero de expertos es mucho mas

elevado? Para dar respuesta a esta pregunta, en este trabajo se lleva a cabo una revision de
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los modelos de consenso mas influyentes de la literatura orientados a pequenos grupos de ex-
pertos y, debido al gran ntimero de propuestas existentes, se procede a realizar una selecciéon
de los mismos. Con el objetivo de que dicha seleccion sea lo mas representativa posible, ha-
cemos uso de la taxonomia propuesta por Palomares et al. [49] (ver Seccion 2.4), escogiendo
modelos de consenso representativos para cada una de las categorias que se definen en dicha
taxonomia [10, 24, 79, 81, 92|.

Una vez escogidos los modelos de consenso, el siguiente paso consiste en analizar su funcio-
namiento empleando para ello un problema de TDG con un ntimero significativo de expertos
bajo diferentes escenarios de decisién. En concreto, definimos tres escenarios en base al compor-
tamiento de los expertos: (i) todos los expertos aceptan las recomendaciones proporcionadas
por el modelo, (ii) el 80 % de los expertos acepta las recomendaciones y el 20 % restante las
rechaza y, por ultimo, (iii) el 70 % acepta las recomendaciones, el 20 % las rechaza y el 10 %
restante presenta un actitud defensiva que pretende sabotear el consenso en el grupo. La si-
mulacién de los modelos de consenso sobre los diferentes escenarios se lleva a cabo mediante
AFRYCA 2.0, un sistema de soporte a PAC desarrollado en el transcurso de esta tesis doctoral
v que serd introducido en la Seccion 3.3.1.

Las simulaciones permiten extraer valiosas conclusiones. Los modelos de consenso clasicos
que no emplean un mecanismo de generacion de recomendaciones no se ven afectados por el
comportamiento de los expertos, ya que no se requiere de su participaciéon en el PAC y lo
que, aparentemente, los hace adecuados en problemas con grandes grupos. Sin embargo, esta
caracterfstica junto con su naturaleza matemaética podrian ser sus principales limitaciones, ya
que, por un lado los expertos podrian no confiar en la solucién obtenida al ser apartados del
PAC y, por otro lado, el modelo matematico podria no encontrar una solucion factible. Debido
a esto, los modelos clasicos que incorporan un mecanismo de generacion de recomendaciones
se podrian considerar los més adecuados para resolver este tipo de problemas. Sin embargo, los
modelos clasicos basan su funcionamiento en un comportamiento colaborativo de los expertos,
si este comportamiento no se produce, se podrian producir bloqueos y no alcanzarse nunca el
consenso deseado. Por lo tanto, es evidente que los modelos de consenso clasicos no pueden
hacer frente a problemas de TDG con grandes grupos de expertos, por lo que es necesario desa-

rrollar nuevas propuestas que permitan afrontar los retos que este tipo de problemas proponen.

El articulo asociado a esta parte se encuentra en la Seccién 4.4.

3.2.2. Proceso de Alcance de Consenso a Gran Escala para la Gestiéon de
Dudas en Grupos de Expertos

En el anterior trabajo se puso de manifiesto la necesidad de desarrollar nuevos modelos
de consenso que sean capaces de hacer frente a los nuevos retos que presentan los actuales

problemas de TDG. Uno de estos retos es la escalabilidad, que aparece en problemas de TDG
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que involucran a una gran cantidad de expertos y, en consecuencia, el tratamiento de forma
simultdnea de una gran cantidad de informacién. Por otra parte, resulta légico pensar que
los problemas con grandes grupos de expertos tienen de forma implicita asociados una alta
complejidad y por lo tanto, incertidumbre y falta de informacién que pueden hacer que los
expertos duden en el momento de expresar sus preferencias. En base a estas premisas, este
trabajo presenta un nuevo modelo de consenso enfocado a problemas con grandes grupos de

expertos que permite superar los problemas de escalabilidad y modelar la duda de los expertos.

Para mitigar el problema de la escalabilidad, el modelo de consenso propuesto aplica un
proceso de agrupamiento o clustering basado en el algoritmo Fuzzy C-means [4] que clasifica
a los expertos en diferentes subgrupos en base a la similitud entre sus opiniones. Por lo tanto,
aquellos expertos cuyas opiniones son similares formaran parte de un mismo subgrupo. De esta
forma, el procesamiento de la informacién no se aplica sobre todo el conjunto de expertos, sino
sobre los diferentes subgrupos. Un aspecto clave en cualquier técnica de agrupamiento, es la
asignacion de pesos a los subgrupos. Estos pesos determinaran la influencia del subgrupo en
el PAC, cuanto mayor sea el peso, mayor sera su influencia sobre el PAC y sobre la solucion
del problema. Habitualmente, la ponderaciéon de los subgrupos se basa exclusivamente en su
tamano, cuanto mayor sea el nimero de miembros que tiene el grupo, mayor peso asociado.
Sin embargo, el que un subgrupo esté formado por expertos con opiniones aparentemente
similares, no garantiza que no existan desacuerdos dentro de él. Por esta razoén, este propuesta
incluye un mecanismo para calcular la importancia de los subgrupos en base a dos aspectos:
el tamano del subgrupo y su cohesion. De esta forma, dos subgrupos con igual ntimero de
miembros pero con diferente cohesion, seran ponderados de manera diferente, dando prioridad
a aquellos con mayor cohesién.

El modelo de consenso también incluye un proceso de generacién de recomendaciones
adaptativo. Dependiendo del nivel de consenso global que exista en ese momento, las reco-
mendaciones se aplican de forma grupal o individual. Esta distincién se establece a partir de
un valor umbral de consenso preestablecido. Si el consenso actual se encuentra por debajo del
umbral, se considera que el grupo de expertos estd ain lejos de alcanzar el consenso deseado
vy que es necesario un cambio significativo en las preferencias de los expertos, por lo que se
procede a detectar los subgrupos formados por expertos cuyas opiniones estédn mas alejadas del
resto y se recomienda a todos los expertos que forman el subgrupo cambiar sus preferencias.
Si por el contrario el consenso actual estd por encima del umbral fijado, significa que el grupo
estd cerca de alcanzar el consenso deseado y que no es necesario realizar muchos cambios en las
preferencias, por lo que se procede a detectar individualmente a los expertos cuyas opiniones
estan mas alejadas de la mayorfa y son exclusivamente esas opiniones las que se recomienda
modificar.

Cabe destacar que las preferencias de los expertos son modeladas mediante conjuntos
difusos dudosos (CDD) [68]. Estos conjuntos, son una extension de los conjuntos difusos que

permiten asignar varios grados de pertenencia de un elemento a un conjunto difuso, modelando
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asi la duda de los expertos y conservando la mayor cantidad de informacién posible en los
procesos computacionales llevados a cabo en el PAC.

Por ultimo, la nueva propuesta se aplica a la resoluciéon de un problema de TDG a gran
escala y se lleva a cabo un anélisis comparativo con diferentes modelos de consenso publica-
dos en la literatura [10, 31]. Los resultados obtenidos a partir del software AFRYCA 2.0 (ver
Secciéon 3.3.1) muestran que el modelo de consenso es capaz de resolver problemas de TDG
con grandes grupos, alcanzando el consenso deseado en pocas rondas de debate. Ademés, el
andlisis comparativo muestra que el consenso alcanzado por la propuesta es mayor que el al-

canzado por otros modelos de consenso y necesita menos rondas para alcanzarlo.

El articulo asociado a esta parte se encuentra en la Seccion 4.5.

3.2.3. Proceso de Alcance de Consenso con Expresiones Lingiiisticas Com-
parativas

Hoy en dia, los problemas de TDG y sus PAC son cada vez mas complejos y dificiles de
resolver, por lo que es bastante comin la aparicién de incertidumbre y duda en las opiniones
de los expertos. La mayoria de modelos de consenso presentados en la literatura [8, 72, 94],
modelan dicha incertidumbre mediante términos lingiiisticos simples, que no son lo suficiente-
mente expresivos como para modelar la duda de los expertos. Con el objetivo de cubrir esta
falta de propuestas, este trabajo presenta un modelo de consenso que modela las preferencias
de los expertos mediante ELC, expresiones lingiiisticas flexibles y complejas que permiten
representar la duda en las opiniones de los expertos (ver Seccion 2.3.3).

Esta propuesta emplea la representacion difusa de las ELC haciendo uso del concepto de
envolvente difusa [36], una funcion que permite transformar el CTLDD asociado a una ELC
en un nimero difuso. De esta forma, es posible llevar a cabo los calculos del PAC de una forma
precisa y sin pérdida de informacion.

El modelo de consenso también propone un mecanismo de generacién de recomendaciones.
Este mecanismo se basa en el célculo de la proximidad entre las opiniones individuales de
los expertos y la opinién colectiva del grupo. Si el consenso colectivo sobre algunas de las
alternativas esta por debajo del umbral de consenso deseado, se recomienda modificar las opi-
niones sobre dichas alternativas. Los expertos que deben de llevar a cabo esas modificaciones,
seran aquellos cuyas opiniones sobre estas alternativas estan més alejadas de la opinién del
grupo. Una vez que se han identificado los expertos y las alternativas en disenso, es necesario
definir como se llevaran a cabo las recomendaciones. Al contrario que otras propuestas, este
trabajo aplica los cambios directamente sobre las ELC que han proporcionado los expertos
inicialmente, facilitando la interpretabilidad de los resultados.

El buen funcionamiento del modelo de consenso propuesto se pone a prueba mediante la

resolucién de un problema de TDG. El uso de ELC y su representacion difusa, junto con la
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formalizacién de un proceso de generacién de recomendaciones aplicado directamente sobre
las ELC proporcionadas inicialmente por los expertos, permite resolver el problema planteado
en muy pocas rondas de debate. Estas caracteristicas hacen que la propuesta sea superior
a otros modelos de consenso presentados en la literatura, como se demuestra en el analisis
comparativo llevado a cabo. De nuevo cabe destacar que la resolucién del problema de TDG
y el andlisis comparativo con otros modelos de consenso se lleva a cabo mediante el software
AFRYCA 2.0 presentado en la Secciéon 3.3.1.

Sin embargo, este trabajo también presenta una importante limitacion, ya que los expertos
expresan sus opiniones a partir de un dominio de expresién discreto formado por el conjunto
finito de términos lingiiisticos que los expertos pueden usar para expresar sus opiniones. Por
lo tanto, los cambios sobre las preferencias estan limitados a la granularidad del conjunto de

términos lingiiisticos, lo que podria perjudicar el PAC.

El articulo asociado a esta parte se encuentra en la Seccion 4.6.

3.2.4. Proceso de Alcance de Consenso con Expresiones Lingiiisticas Com-
parativas con Translacién Simbélica

El anterior trabajo evidencio6 la falta de modelos de consenso que fueran capaces de modelar
la incertidumbre y duda de los expertos en los problemas de TDG y sus PAC. Por ello, se
propuso un modelo de consenso que modelaba las preferencias de los expertos mediante ELC y
llevaba a cabo un mecanismo de generacién de recomendaciones que se aplicaba directamente
sobre estas expresiones. Sin embargo, la propuesta presentaba una importante limitacion,
yva que estas recomendaciones estaban limitadas por el dominio de expresién discreto que
los expertos usan para expresar sus opiniones. Esta limitaciéon podria suponer un obstaculo
a la hora de alcanzar el consenso deseado. Este trabajo tiene como objetivo superar dicha
limitacién.

El nuevo modelo de consenso sustituye las ELC por la informaciéon ELICIT (ver Sec-
cion 3.1.2), lo que permite mantener la interpretabilidad de las ELC y emplear expresiones
lingiiisticas definidas bajo un dominio continuo de expresién y que por lo tanto no estan li-
mitadas exclusivamente al conjunto finito de términos que forma dicho dominio. Los procesos
computacionales llevados a cabo en el modelo de consenso se realizan de una forma precisa
y sin pérdida de informacion, gracias al uso de la representacion difusa de las expresiones
ELICIT.

Esta propuesta también incluye un mecanismo de generaciéon de recomendaciones. En este
caso, se identifican las alternativas donde existe mayor disenso dentro del grupo. Si el consenso
colectivo sobre una alternativa estd por debajo del umbral de consenso deseado, es necesa-
rio recomendar a ciertos expertos que modifiquen sus opiniones sobre dicha alternativa. Los

expertos que deberian modificar sus preferencias, son aquellos cuyas opiniones sobre las al-
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ternativas en disenso estan mas alejadas de la opinién del grupo. Una vez identificados los
expertos y las alternativas, es necesario definir la recomendacién de cambio sobre la prefe-
rencia. La propuesta incluye un proceso adaptativo que identifica si el cambio a aplicar debe
ser mas o menos drastico, un aspecto clave de nuestra contribucién ya que, al contrario de
otras propuestas existentes, la informacién ELICIT permite modificar las preferencias de los
expertos en un dominio continuo. Mientras que otros modelos de consenso aplican el cambio
en las preferencias de los expertos inicamente sobre los términos lingiliisticos pertenecientes a
un conjunto de términos lingiifsticos predefinido que conforman un dominio discreto, nuestra
propuesta puede utilizar el concepto de translacién simbolica de la informaciéon ELICIT para
aplicar los cambios en los valores continuos que existen entre los términos lingiiisticos. Esto
ayuda a generar recomendaciones mas precisas, evitando modificaciones excesivas en las pre-
ferencias que pueden provocar una desviaciéon de los resultados y un bloqueo en el proceso de
CONSenso.

Para evaluar el funcionamiento de la propuesta, se procede a la resolucién de un proble-
ma de TDG y a un posterior analisis comparativo con la propuesta presentada en la seccion
anterior, debido a la similitud entre ambas. La simulacion llevada a cabo mediante el soft-
ware AFRYCA 2.0 nos muestra excelentes resultados. Por una parte, el modelo de consenso
es capaz de resolver el problema planteado en pocas rondas de debate y alcanzando un alto
nivel de consenso. Esto se consigue gracias al uso de informacién ELICIT, que permite llevar
a cabo operaciones difusas que evitan la pérdida de informacién en el proceso de resolucion y
generar recomendaciones en su justa medida, evitando cambios excesivos en las preferencias
que influyen negativamente en el acuerdo del grupo. Ademés, los cambios son aplicados sobre
las expresiones ELICIT, lo que facilita su interpretacién por parte de los expertos. El anélisis
comparativo también muestra un mejor funcionamiento con respecto a la propuesta anterior,
yva que ésta tltima no es capaz de alcanzar el consenso deseado en el maximo namero de rondas
de debate predefinido.

El articulo asociado a esta parte se encuentra en la Seccién 4.7.

3.2.5. Meétrica basada en Modelos Integrales de Minimo Coste para Pro-
cesos de Alcance de Consenso

Como hemos visto en trabajos anteriores, los PAC tienen gran importancia dentro de la
TDG ya que, en muchas ocasiones, ciertos problemas de decision requieren de una soluciéon
consensuada. Por esta razon, se han propuesto una gran cantidad de modelos de consenso en
la literatura. El nimero de modelos de consenso es tal, que resulta realmente complejo decidir
cual usar en la resolucién de un problema de TDG. Ademas, no existe ningtn tipo de medida
objetiva que permita evaluar el buen o mal funcionamiento de un PAC y que facilite dicha

decisién. Este trabajo pretende superar esta limitacién mediante la definicién de una métrica
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que permita evaluar el desempenio de modelos de consenso.

La métrica propuesta inicialmente esti basada en modelos de consenso de minimo coste
(MMC) [2, 3, 93]. Estos modelos definen el consenso como la minima distancia entre las
opiniones individuales de los expertos y la opinién colectiva y buscan minimizar el coste de
modificar dichas opiniones mediante una funciéon lineal. Por lo tanto, son capaces de obtener
una solucién en consenso modificando lo minimo posible las opiniones iniciales de los expertos
en base a un valor umbral predefinido de distancia méaxima entre las opiniones de los expertos y
la colectiva. Cuanto mas pequeno es el valor de ese umbral, menor distancia entre las opiniones
de los expertos y la colectiva y, consecuentemente, mayor sera el nivel de acuerdo alcanzado
en el grupo. Sin embargo, pequenas distancias entre las opiniones individuales de los expertos
v la opinién colectiva no siempre garantizan alcanzar el nivel de acuerdo deseado dentro del
grupo.

Para resolver la anterior problemética, en este trabajo se proponen nuevos MMC que
incluyen una restriccién adicional relacionada con el célculo del consenso dentro del grupo de
expertos y que denominaremos modelos de consenso integrales de minimo coste (MIMC). De
esta forma, se garantiza que, en caso de encontrar una solucion factible, ésta cumplira con
las necesidades de consenso que requiera el problema. En total se proponen cuatros MIMC
en base a dos aspectos. El primer aspecto esta relacionado con la medida de consenso que se
utiliza para calcular el consenso dentro del grupo, que puede estar basada en la similitud entre
la opinién de los expertos y la opinién colectiva o basada en la similitud entre expertos. El
segundo aspecto esta relacionado con el tipo de estructura de preferencia que los expertos usan
para expresar sus opiniones. En este caso, consideramos dos posibles estructuras, las formadas

por vectores de utilidad [65] o por relaciones de preferencia difusas [47].

El siguiente paso es definir una meétrica para modelos de consenso. La métrica, denominada
métrica de coste de consenso, podria emplear cualquiera de los cuatro modelos anteriormente
descritos, la seleccién dependera de las caracteristicas del modelo de consenso a analizar. Una
vez seleccionado el MIMC, éste proporcionara, si existe, la solucién 6ptima del problema,
que es aquella de menor coste o que requiere del menor cambio en las preferencias de los
expertos en base a las condiciones de consenso y distancia fijadas para el problema de decision.
Posteriormente, la métrica compara esta soluciéon 6ptima con la soluciéon proporcionada por el
modelo de consenso analizado, calculando la distancia entre ambas soluciones y devolviendo
un valor entre -1 y 1. Si el valor resultante es 0, el modelo de consenso analizado proporciona
la misma, soluciéon que el MIMC, es decir, la solucién 6ptima. Si el resultado es 1, significa que
el modelo de consenso proporciona una solucién donde las preferencias de los expertos no han
sido en ningtn momento modificadas. Para valores intermedios, cuanto mas cercano a uno,
peor es la solucién propuesta por el modelo de consenso. En el caso de los valores negativos,
-1 representa la peor solucién posible por exceso de coste, es decir, que las preferencias de
los expertos han sido modificadas en exceso. Para valores intermedios, cuanto més negativo el

valor, peor solucién.
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Finalmente, para mostrar la utilidad de la métrica, se seleccionan una serie de modelos de
consenso representativos con el objetivo de evaluar su funcionamiento sobre un problema de
TDG. Las simulaciones llevadas a cabo por AFRYCA 2.0 demuestran que la nueva métrica
puede utilizarse eficazmente para realizar comparaciones entre los PAC, ya que permite de-

tectar situaciones anémalas en su rendimiento que no pueden detectarse con otros criterios.

El articulo asociado a esta parte se encuentra en la Seccién 4.8.

3.3. Soporte a Problemas de Toma de Decisién en Grupo y

Procesos de Alcance de Consenso

Los problemas de TD del mundo real son cada vez méas complejos debido al continuo
desarrollo de la sociedad. Los expertos a menudo tienen que hacer frente a problemas de
decision envueltos de incertidumbre y falta de informacién y que, en ocasiones, demandan
soluciones en un breve periodo de tiempo. En estas condiciones, los expertos se encuentran
expuestos a situaciones de alta presién que pueden afectar directamente a su comportamiento
e influir negativamente en el proceso de decision. Los sistemas de soporte a la decisiéon son
creados con el objetivo de apoyar a los expertos y facilitar su labor en la toma de decision.

En esta parte, mostraremos dos sistemas de soporte a la decision que fueron desarrollados
en el transcurso de esta tesis doctoral. Primeramente, introduciremos AFRYCA 2.0, una ver-
sién mejorada del software orientado al andlisis de procesos de alcance consenso propuesto por
Palomares et al. [49]. Esta nueva version del software incluye nuevos modelos de consenso y
caracteristicas que permiten el tratamiento de un mayor nimero de problemas de TDG entre
otras ventajas que serdn desarrolladas de forma detallada en la siguiente seccién. También
presentaremos el sistema de soporte a la decision APOLLO, acréonimo de “A grouP decisiOn
fuzzy TOoL in support of cLimate change pOlicy making”, que permite resolver problemas de

TDG relativos a politicas sobre el cambio climético.

3.3.1. Software para el Anilisis de Procesos de Alcance de Consenso: AFRY-
CA 2.0

Los PAC son fundamentales cuando se requieren soluciones consensuadas en problemas de
TDG. Existen multiples modelos de consenso propuestos en la literatura que simulan estos
PAC y sirven como herramienta de soporte a los expertos en la resolucién del problema. Sin
embargo, la mayoria de estos modelos tienen una estructura algoritmica compleja compuesta
por diferentes pasos, por lo que los expertos no pueden dedicar el ya escaso tiempo que tienen
en determinar qué modelo de consenso usar y llevar a cabo manualmente todas los cdlculos
relativos al funcionamiento del mismo. Con esta idea, se disen¢ inicialmente AFRYCA [49],

acronimo de “A FRamework for the analYsis of Consensus Approaches”, un sistema de soporte
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a la decision que incluye diferentes modelos de consenso que permiten simular un PAC real. Sus
principales objetivos son (i) descubrir las ventajas y desventajas de los modelos de consenso,
(ii) determinar el modelo méas adecuado para un problema de TDG especifico y (iii) llevar a
cabo comparaciones entre los diferentes modelos.

El uso de AFRYCA en maultiples situaciones de TDG evidencid ciertas carencias en el
software, como una tecnologia obsoleta, una estructura compleja que dificulta la inclusiéon
de nuevos modelos de consenso y sus parametros, la imposibilidad de modificar por parte del
usuario varios parametros relevantes de la simulacion, falta de informaciéon sobre los resultados
de dicha simulacién y la incapacidad de analizar los modelos de forma més detallada. Con todas
estas limitaciones en mente, en este trabajo se presenta una versiéon mejorada del software,

AFRYCA 2.0.

La version 2.0 de AFRYCA presenta las siguientes ventajas con respecto a su predecesora:

s Migracion e independencio: AFRYCA 2.0 se desarrolla bajo la nueva rama 4.0 de Eclipse
RCP [15] que incluye varias novedades a nivel tecnolégico como la inyeccion de depen-
dencias, servicios declarativos, aplicacion del modelo, etc. Ademaés, la primera version
de AFRYCA hacia uso de librerias externas para ciertas funcionalidades como el uso
del lenguaje estadistico de programacion R [55], lo que dificultaba su migracion a otras
plataformas. En la version 2.0, el lenguaje se incorpora de forma nativa, por lo que el

entorno estadistico puede seleccionarse en tiempo de ejecucion.

w Inclusion de nuevos modelos: AFRYCA 2.0 incorpora un nuevo mecanismo mas simple
para anadir nuevos modelos de consenso al software. Ahora es posible definir todos
los parametros asociados al modelo y aplicarles una serie de restricciones y relaciones
entre ellos, evitando que los usuarios tengan que comprobar manualmente si todos los
valores son correctos. Ademas, se han incluido dos nuevos modelos de consenso en el
software [50, 51].

v Configuracion de comportamientos: AFRYCA 2.0 otorga mayor flexibilidad en la con-
figuracion de la simulacién del comportamiento de expertos, siendo posible modelar la
distribucién de probabilidad asociada a ellos. También se ha facilitado el mecanismo
para incluir nuevos comportamientos y se ha incluido uno nuevo denominado adverso,

que permite simular expertos reticentes a aceptar las recomendaciones.

s FEwolucion de los PAC: la primera version de AFRYCA visualizaba el estado de las
preferencias de los expertos al final del PAC. Sin embargo, AFRYCA 2.0 muestra dicha

visualizacion para cada una de las rondas de debate necesarias en el transcurso del PAC.

» Métricas: en AFRYCA 2.0 se incluyen varias métricas que permiten estudiar diferentes

aspectos de los modelos de consenso y analizar su funcionamiento.
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Este trabajo también incluye un estudio experimental donde se llevan a cabo varias si-
mulaciones de PAC en diferentes problemas de TDG con el objetivo de mostrar las nuevas
caracteristicas y ventajas de AFRYCA 2.0.

Cabe destacar que, en el transcurso de esta tesis, se ha ido mejorando de forma constante
el software, incluyendo nuevas caracteristicas como una visualizacién tridimensional de las
preferencias de los expertos, inclusiéon de nuevos modelos de consenso, soporte para nuevos
tipos de estructuras de preferencia, etc. Actualmente, el software estd en proceso de registro

para el reconocimiento de su autoria.

El articulo asociado a esta parte se encuentra en la Seccion 4.9.

3.3.2. Software para el Soporte de Problemas de Decisién basados en Po-
litica Climatica: APOLLO

Hoy en dia, muchos de los problemas més importantes de TD estan relacionados con
cuestiones de sostenibilidad. Los efectos del cambio climético son cada vez més evidentes y
sus repercusion en nuestra sociedad, economia y medio ambiente a dfa de hoy y en el futuro
es una de nuestras principales preocupaciones. Este reto se ha abordado mediante diferentes
politicas climaticas. Sin embargo, su enorme complejidad hace que los expertos deban evaluar
los riesgos de aplicar diferentes politicas en una determinada zona geografica, dejandose llevar
por una serie de suposiciones que no reflejan las limitaciones del mundo real. Este trabajo
se centra en reducir dicha complejidad mediante el desarrollo de un sistema de soporte a la
decisiéon enfocado a politicas climéticas denominado APOLLO.

El principal objetivo de APOLLO es facilitar el proceso de consenso de un grupo de
expertos para alcanzar la mejor soluciéon posible en un problema de TDG relacionado con
cuestiones climéticas. Para ello, APOLLO presenta un esquema de resolucién dividido en

varios pasos:

1. Definicion del problema: en este paso se define el problema de TDG y todos los elementos
relacionados con el mismo, las alternativas, los criterios para evaluarlas, expertos o do-
minios de expresién. Concretamente, APOLLO se centra en el modelado de preferencias

mediante informacion lingiiistica con el objetivo de facilitar la labor de los expertos.

2. Asignacion de dominios de expresion: en esta fase los dominios de expresion creados en
la primera etapa son asignados a los diferentes expertos. De esta forma, los expertos
pueden usar el dominio de expresién con el que se sientan més cémodos a la hora de

expresar su conocimiento.

3. Consenso: las politicas climaticas afectan al conjunto de la sociedad, por lo que las
soluciones consensuadas son mucho més valoradas. APOLLO mide el nivel de consenso

en el grupo de expertos, llevando a cabo un PAC si éste no alcanza el valor deseado y
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con el objetivo de que los expertos modifiquen sus preferencias iniciales e incrementen

el acuerdo entre ellos.

4. Valoracion: finalmente, en esta etapa APOLLO lleva a cabo la resolucion del problema
de TDG mediante el método lingiiistico TOPSIS 2-tupla [62] proporcionando un ranking

de las alternativas en base a las opiniones consensuadas de los expertos.

El funcionamiento de APOLLO se pone a prueba mediante la resoluciéon de un caso de
estudio real relacionado con la descarbonizaciéon de la produccién de hierro y acero en Austria.
En el caso de estudio se pretende facilitar el camino de la transicién de la industria siderirgica
austriaca, priorizando los riesgos asociados a esta transicién mediante la participacion de las
partes interesadas en un proceso que proporcionara informacion sobre lo que mas temen los ac-
tores clave del sistema. Se consideran un total de veinticinco riesgos posibles que son evaluados
en base a cuatro criterios diferentes. APOLLO permite detectar los desacuerdos que existen
en el grupo de expertos, simular un PAC que sirva de apoyo a estos ultimos para modificar
sus preferencias y alcanzar un mayor nivel de acuerdo y, por dltimo, ofrecer un ranking de los
diferentes riesgos. Todo ello sin perder de vista que el software hace uso de informacion lingiifs-

tica en todo momento, lo que facilita la comprensién de los resultados por parte de los expertos.

El articulo asociado a esta parte es se encuentra en la Seccién 4.10.
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Capitulo 4

Publicaciones

En virtud de lo establecido en el articulo 25, punto 2, de la normativa vigente para los
Estudios de Doctorado de la Universidad de Jaén, correspondiente al programa RD. 99/2011,
en este capitulo se presentan las publicaciones que componen el nucleo de la presente tesis
doctoral.

Dichas publicaciones se corresponden con nueve articulos cientificos publicados en Revistas
Internacionales indexadas por la base de datos JCR (Journal Citation Reports), producida por

Clarivate Analytics y un articulo publicado en una revista internacional indexada en Scopus.
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Abstract

Decision makers involved in complex decision making problems usually provide information about their preferences
by eliciting their knowledge with different assessments. Usually, the complexity of these decision problems implies
uncertainty that in many occasions has been successfully modelled by means of linguistic information, mainly based
on fuzzy based linguistic approaches. However, classically these approaches just allow the elicitation of simple
assessments composed by either one label or a modifier with a label. Nevertheless, the necessity of more complex
linguistic expressions for eliciting decision makers’ knowledge has led to some extensions of classical approaches
that allow the construction of expressions and elicitation of preferences in a closer way to human beings cognitive
process. This paper provides an overview of the broadest fuzzy linguistic approaches for modelling complex linguistic
preferences together some challenges that future proposals should achieve to improve complex linguistic modelling
in decision making.

Keywords: Fuzzy Linguistic Approach, Fuzzy Logic, Computing with Words, Decision Making, Preference Mod-

elling

1. Introduction

In spite of decision making processes have been an ob-
ject of research during many years, new requirements
and challenges within the topic arise often, because of
new problems and new necessities of decision makers.
Nowadays the complexity of decision making problems
is not only due to the existence of multiple and conflict-
ing goals and the necessity of dealing with huge amounts
of information and alternatives, but also because of time
pressure, lack of knowledge and so on. It implies that

these problems are ill-structured whose definition frame-
work often involves uncertainty, vagueness and incom-
plete information that cannot be properly modelled by
probabilistic models.
non-probabilistic uncertainty the use of linguistic infor-
mation has provided successful results in different fields
10,24,30.31 * To model and cope with the inherent uncer-
tainty and vagueness of linguistic descriptors, it has been
extensively used the fuzzy linguistic approach 247 based
on the fuzzy sets theory !7. Hence, decision making prob-
lems could use the fuzzy linguistic approach in its solving

In such decision situations with
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process whenever its fuzzy representation would be ade-
quate for the decision situations.

The usefulness of using a fuzzy representation to
model linguistically preferences in decision making
comes from the interpretation of the semantics of a fuzzy
set as a degree of preference 8, such that the fuzzy se-
mantics represents the values of a decision variable more
o less preferred. Therefore, by using the interpretation
of degree of preference for semantics of fuzzy sets, the
use of fuzzy linguistic labels to express the intensity of
preference for a given alternative in a decision-making
problem seems natural.

The use of linguistic information in decision making
implies to carry out computing with words (CW) pro-
cesses. CW is defined as a methodology for reasoning,
computing and making decisions using information de-
scribed in natural language 29 Therefore, it emulates hu-
man cognitive processes to improve solving processes of
problems dealing with uncertainty. Thus, CW has been
applied as computational basis to decision making prob-
lems that deal with linguistic information 2226 pecause
it provides tools close to human beings reasoning pro-
cesses related to decision making, enhances the reliability
and flexibility of classical decision models and improves
the resolution of decision making under uncertainty with
linguistic information. Consequently, different linguis-
tic computational models have been developed to manage
linguistic decision making !4-20:37:41,43

Across specialized literature different fuzzy linguis-
tic based approaches for modelling preferences in deci-
sion making and computational models for CW processes
can be found '8:22:26.28.32 however these approaches pro-
vide just either simple terms or labels that hardly can
express in many complex decision situations the deci-
sion makers’ knowledge in a proper and adequate way
according to decision makers’ aims. Hence, recently
different researchers have proposed different attempts to
facilitate the elicitation of linguistic preferences by ex-
pressions to some extent more elaborated than simple
labels 20:33:38:4249  Sych extensions have used differ-
ent fuzzy tools to model and compute with such lin-
guistic expressions in a closer way to decision makers’
needs. This paper aims at providing an overview of the
fuzzy approaches that model complex linguistic expres-
sions together with their computational models. Eventu-
ally several challenges related to the modelling of com-

plex linguistic expressions within decision making are
also pointed out.

This paper is structured as follows: Section 2 pro-
vides a brief review of the use of fuzzy linguistic informa-
tion in decision making. Section 3 presents an overview
of different fuzzy based approaches for modelling com-
plex linguistic expressions paying attention to their com-
putational models. Section 4 points out different chal-
lenges that must be achieved for improving this linguistic
modelling in decision making problems, and finally Sec-
tion 5 concludes this paper.

2. Decision Making and Linguistic Information

The introductory section pointed out that complex real
world decision making problems are often ill-structured
problems that cannot be solved straightforwardly because
of the uncertainty, vagueness and incomplete information
involved. In such a type of decision making problems,
the use of linguistic descriptors by decision makers is
a straightforward and natural tool to elicit their prefer-
ences on the alternatives. The fuzzy linguistic approach
247 which is based on the fuzzy sets theory 7, has been
widely used to model and manage the vagueness and in-
herent uncertainty of the linguistic descriptors by linguis-
tic variables.

Therefore, before providing an overview about differ-
ent fuzzy based approaches to model complex linguistic
preferences, this section reviews in short necessary con-
cepts to understand such approaches. First, a brief revi-
sion of fuzzy linguistic approach is provided. Afterwards,
the decision making solving scheme used when linguis-
tic information takes part in the decision process is re-
viewed and eventually classical fuzzy linguistic compu-
tational models are shown.

2.1. Fuzzy Linguistic Approach

The fuzzy linguistic approach 47 based on the fuzzy set
theory is a common approach for modelling the linguis-
tic information by using the concept of linguistic variable
47 “q variable whose values are not numbers, but words
or sentences in a natural or artificial language”. A lin-
guistic value is less precise than a number, but it is closer
to human cognitive processes used to solve successfully
problems dealing with uncertainty. Formally a linguistic
variable is defined as follows:
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Definition 1. “8: A linguistic variable is characterized by
a quintuple (V,T(V),U,G,M) in which V is the name of the
variable; T(V) (or simply T) denotes the term set of V,
i.e., the set of names of linguistic values of V, with each
value being a fuzzy variable denoted generically by X and
ranging across a universe of discourse U which is associ-
ated with the base variable u; G is a syntactic rule (which
usually takes the form of a grammar) for generating the
names of values of H; and M is a semantic rule for asso-
ciating its meaning with each V, M(X), which is a fuzzy
subset of U.

The use of linguistic variables needs the selection of
appropriate linguistic descriptors for the term set, includ-
ing the analysis of their granularity of uncertainty, and
their syntax and semantics. The former commonly noted
as, g+ 1, determines the level of discrimination among
different counts of uncertainty modeled by the linguistic
descriptors in the linguistic term set, S = {so,...,5,}. A
fine granule means a high level of discrimination, how-
ever a coarse granule means a low discrimination level.
The selection of the syntax and suitable semantics are
crucial to determine the validity of the fuzzy linguistic
approach, and exist different approaches to choose the
linguistic descriptors and different ways to define their
linguistic semantics >!**47_ The semantics of the terms
is represented by fuzzy numbers, described by member-
ship functions. The linguistic assessments given by users
are just approximate ones. A way to characterize a fuzzy
number is to use a representation based on parameters of
its membership function 3. Figure 1 shows an example
of a linguistic term set with the syntax and semantics de-

fined.

nothing very bad bad medium good very good perfect

0.33 0.5 0.67 0.83 1

Fig. 1. A linguistic term set of 7 labels

2.2. Linguistic decision making solving scheme

A classical decision making solving scheme consists of
two main steps >

1. An aggregation phase that aggregates the values
provided by the decision makers to obtain a col-
lective assessment for the alternatives.

2. An exploitation phase of the collective assessments
to rank, sort or choose the best one/s among the al-
ternatives.

The use of linguistic information in decision making
modifies the previous solving scheme adding two new
steps: (i) selecting the linguistic term set and its seman-
tics and (ii) selecting the aggregation operator for linguis-
tic information. Therefore, the linguistic decision making
solving scheme is composed by 4 steps (see Fig. 2).

o Selecting the linguistic term set and the semantics: In
this step, the linguistic domain in which decision mak-
ers provide their assessments about the alternatives is
defined according to each specific decision problem.

o Selecting the aggregation operator for linguistic infor-
mation: A proper linguistic aggregation operator is se-
lected to aggregate the linguistic assessments provided
by decision makers in accordance to the goal of the
problem.

o Aggregation: The linguistic assessments are aggre-
gated by using the aggregation operator previously se-
lected to obtain a collective value for each alternative
of the decision problem.

o Exploitation: The collective values obtained in the pre-
vious aggregation step are ranked to select the best al-
ternative(s).

2.3. Linguistic computing models

The linguistic decision making solving scheme depicted
in Figure 2 shows the necessity of developing linguistic
computing models to operate with linguistic information.
Different linguistic computing models have been devel-
oped to facilitate such processes. Here a brief revision of
the most extended models to deal with linguistic variables
are revised.

2.3.1. Classical linguistic computing models

Initially, two linguistic computing models based on the
fuzzy linguistic approach 47 were defined to perform CW

processes.

1. Linguistic computing model based on membership
functions: It makes the computations with linguis-
tic terms by operating directly on their membership
functions using the Extension Principle '°. The use
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Define syntax and semantics

Select aggregation operator

Aggregation Exploitation

0 0.17 0.33 0.5 0.67 0.83 1

nothing very bad bad medium good very good perfect
mean

QW — ?

Wweighted /
mean

0}865 m>-m-E-H

Fig. 2. Linguistic decision making solving scheme

of fuzzy arithmetic based on the Extension Princi-
ple increases the vagueness of the results. There-
fore, the results obtained are fuzzy numbers that
usually do not match with any linguistic term in
the initial linguistic term set. Taking into account
these results, there are two possible ways:

« If in the decision problem, it is more relevant to
obtain precise results than interpretable ones, the
results are expressed by fuzzy numbers .

o If an interpretable and linguistic result is re-
quired, then it is necessary an approximation
function, app (), to associate the fuzzy result
with a linguistic term in § 23:

Sn QF(%) aPp](') S

where S symbolizes the n Cartesian product of
S, F isan aggregation operator based on the Ex-
tension Principle and F (%) the set of fuzzy sets
over the set of real numbers Z.

The approximation process implies a loss of infor-
mation and lack of accuracy of the results.

A later computational approach based on member-
ship functions for linguistic information is the one
based on type-2 fuzzy sets. This computational
model makes use of type-2 fuzzy sets to model
the linguistic assessments 27, The use of type-
2 fuzzy sets has been justified in order to improve
the modelling and management of the uncertainty
in linguistic information 2%3°. The majority of
the contributions dealing with this fuzzy represen-
tation use interval type-2 fuzzy sets which main-
tain the uncertainty modelling properties of general
type-2 fuzzy sets, but reducing the computational
efforts that are needed to operate with them. Differ-
ent aggregation operators for type-2 representation

were introduced in 70, As the type-1 linguistic

based representation, the type-2 fuzzy sets compu-
tational based model needs to approximate the re-
sulting type-2 fuzzy set from a linguistic operation
by mapping the result into a linguistic assessment
producing a loss of information.

Symbolic linguistic computing model: Symbolic
models have been widely used in CW, because they
are simple and provide interpretable results. Such
models use the ordered structure of the linguis-
tic term set, S = {so,51,...,5¢} where 5; < s; if
i < j, to carry out the computations. The inter-
mediate results are numerical values y € [0, g], that
must be approximated by an approximation func-
tion app;(+) to obtain a numerical value.

app2:[0,g] = {0,...,¢}

Yager in 4 introduced the symbolic model based
on ordinal scales and max-min operators, it obtains
linguistic results easy to understand, but their accu-
racy is low because they are computed by using the
maximum or minimum values ignoring the inter-
mediated ones. Later on, the linguistic symbolic
computational model based on convex combina-
tions was introduced by Delgado et al. 3, which
directly acts over the label indexes, {0,...,g}, of
the linguistic term set, S = {so,...,S,}, in a recur-
sive way producing a real value on the granularity
interval, [0, g], of the linguistic term set S. It is wor-
thy to note that this model usually assumes that the
cardinality of the linguistic term set is odd and that
linguistic labels are symmetrically placed around a
middle term. The result of a symbolic convex com-
bination aggregation usually does not match with a
term of the label set S, therefore it is also necessary
to introduce an approximation function app;(-) for
obtaining a solution in the linguistic term set S.
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Hence, similarly to the linguistic computing based
on membership functions, the approximation pro-
cess in the symbolic based models produces loss of
information.

Therefore, both types of linguistic classical comput-
ing models produce loss of information due to the ap-
proximation processes and hence a lack of accuracy in
the results. This loss of information is produced because
the information representation model of the fuzzy lin-
guistic approach is discrete in a continuous domain. In
order to overcome these limitations different linguistic
computing models have been proposed in the literature
26 the most widely used in decision making with linguis-
tic information is the 2-tuple linguistic model '*” that is
briefly revised below, because some of the proposals to
deal with complex linguistic expressions either extend it
or are based on it.

2.3.2. 2-tuple linguistic model

As it was aforementioned, the 2-tuple linguistic model
14 was developed to avoid the loss of information and
the lack of accuracy that present the classical computing
models in the CW processes. Many approaches that deal
with complex linguistic expressions either make or can
make use of it, thus a short revision about the model it is
introduced.

The 2-tuple linguistic model represents the linguistic
information by means of a pair of values (s, @), where s
is a linguistic term and ¢ is a numerical value that repre-
sents the symbolic translation.

Definition 2. 4?2 The symbolic translation is a numeri-
cal value assessed in [—0.5,0.5) that supports the “differ-
ence of information” between a counting of information
B assessed in the interval of granularity [0,g] of the lin-
guistic term set S = {so,...,s,} and the closest value in
{0,..., g} which indicates the index of the closest linguis-
tic term in S.

This model defines a set of functions to facilitate the
computations with 2-tuple linguistic values.

Definition 3. '4 Let S = {s0,... ,5¢} be a set of linguistic
terms. The 2-tuple linguistic set associated with S is de-
fined as § = S x [—0.5,0.5). The function A: [0,g] — S
is given by

i = round (B),

Gmfi (1)

A(B) = (si, ), with {

nothing very bad

where round assigns to 3 the closest integer number
i€{0,...,g} to B.

Remark 1. Ais a bijective functionand A= : § — [0, g]
is defined by A~ (s;, ) = i + a.

The 2-tuple linguistic model has defined a symbolic
computational model based on the functions A and A~!
and defines a negation operator, several aggregation oper-
ators and the comparison between two 2-tuple linguistic
values 4.

Example 1. Let us suppose an example where decision
makers provide their assessments by using the linguistic
term set shown in Figure 1. The assessments provided are
{low,very high,medium}. These linguistic terms are ag-
gregated by using the 2-tuple arithmetic mean (see > for
further detail). The result is X = (medium,0.33) which is
represented in Figure 3.

(medium, 0.33)

bad medium/ good

3. Modelling Complex Linguistic Preferences

\‘
\
./.
0.5

Fig. 3. A 2-tuple linguistic value

0.33

So far, it has been shown that the use of fuzzy linguistic
information and its computational models (see Section 2)
have been not only broadly used to model and manage
the uncertainty in real world decision problems but also
to solve such problems in different fields *'2. Notwith-
standing, some researchers have indicated the necessity
of introducing some improvements to model the elicita-
tion of linguistic information in decision making. Be-
cause decision makers involved in the problems are lim-
ited to express their knowledge by using only a simple
linguistic term and often this type of modelling is not
enough to reflect the knowledge and preference that they
really want to elicit. Additionally, another limitation of
current linguistic preference modelling approaches based
on the fuzzy linguistic approach consists of the linguistic
terms that can be used by decision makers in the decision
problem are defined a priory, thus decision makers can-
not express their preferences in a more flexible and richer
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way if it is necessary to elicit the preferences in a more
elaborated way.

In order to face these restrictions, different proposals
that facilitate the elicitation of elaborated linguistic pref-
erences with complex linguistic expressions have been
introduced in the literature 2033384249 Such propos-
als focus their performance on very different points of
view that can be used by decision makers according to
their needs in each specific problem. Hence this sec-
tion provides an overview of the most important propos-
als to model complex linguistic preferences pointing out
the way to construct such expressions and the computing
models used by them in order to accomplish the processes
of CW in decision making. Additionally, some comments
for analysing the main features of each proposal are intro-
duced.

3.1. Proportional 2-tuple linguistic model

The first model that attracts our attention for modelling
expressions more elaborated than a single term is the pro-
portional 2-tuple linguistic model introduced by Wang
and Hao in #!. Such a model is a generalization and ex-
tension of the 2-tuple linguistic model in which the lin-
guistic modelling is based on the use of proportions of
two adjacent linguistic terms represented by two pairs of
values.

3.1.1. Representation model

In this model the information is represented by a propor-
tional 2-tuple value which has a linguistic term in each
pair that represents the linguistic information and a nu-
merical value that indicates its proportion in the expres-
sion.

Definition 4. *! Let S = {s0,...,s,} be an ordinal term
set, = [0, 1] and

IS=IxS={(a,s;):a€0,1] and i ={0,...,g} (2)

where S is the ordered set of g+ 1 ordinal terms. Given
a pair of two consecutive ordinal terms (s;,si+1), any
two elements (a,s;), (B,si+1) of IS is called a symbolic
proportion pair, and o, 3 are called a pair of symbolic
proportions of the pair (s;,s;+1) if « + 8 = 1. A sym-
bolic proportion pair (a,s;), (1 — a,s;+1) is denoted by
(as;, (1 — a)s;+1) and the set of all the symbolic propor-

tion pairs is denoted by S, i.e., S = {(as;, (1 — a)sit1) :

o €(0,1] and i={0,...,g—1}.

Remark 2. The ordinal term s;, i = {2,...,g — 1}, can

be represented both (0s;_1, 1s;) and (1s;,0s;41).

S is called the ordinal proportional 2-tuple set generated

by S and the members of S, ordinal proportional 2-tuple

values, that are used to represent the ordinal information.
This model also defines some functions to make eas-

ier the operations with this type of information.

Definition 5. *? Let S = {s0,...,5¢} be an ordinal term

setand S be the ordinal | proportional 2-tuple set generated
by S. The function 7 : § — [0, g] is defined as follows,

m((asi, (1 —a)sit1)) =i+ (1—a), (3)

where i ={0,...,g— 1}, € [0,1] and 7 is called the po-
sition index function of ordinal 2-tuple.

The position index function 7 is bijective and its in-
verse 77! : [0,g] — S is defined as follows,

n () = (1= B)sis Bsir1) “)
where i = E(x), being E the integer part function, f§ =
x—i
Example 2. By using the linguistic term set depicted in
Figure 1, some assessments represented by proportional
2-tuple values might be,

(0.66 medium,0.33 good)
(0.25 good,0.75 very good)

3.1.2. Computational model

A computational model based on the functions 7 and 77~

was also defined with the following operations 42,

1. Comparison of proportional 2-tuple values
The comparison of linguistic information repre-
sented by proportional 2-tuple value is carried out
as follows:
Let S = {s0,...,5¢} be an ordinal term set and Sbe
the ordinal proportional 2-tuple set generated by S.
For any (atsi, (1 - &)sis1), (Bsj, (1 - B)sj1) € 5,
defines (OZS,‘, (1 — OC)S,'Jr]) < (BS]', (1 — ﬁ)SjJrl) =
ai+(1-—a)i+1)<Bj+(A-=B)j+1) =i+
(1—a) < j+(1-P).
Therefore, for any two proportional 2-tuple values
(aisi, (1 - @)sie1) and (s, (1— B)s,1):

o if i < j, then
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(@) (osi, (1 —a)sit1), (Bsj, (1—PB)sjs1) repre-
sents the same information when i = j — 1
anda=0,p=1

(b) (etsi,(1—a)si+1) < (Bsj,(1—PB)sjs1) oth-
erwise

e if i = j, then

(a) lfa:ﬁ then (asi7(1 )sH-l) (ﬁsja( -
B)sj+1) represents the same information

(b) if o < B then (o5, (1 — Q)sip1) <
(Bsj, (1= B)sj+1)

(© if a > B then (as;,(1 — a)sit1) >
(Bsj, (1= B)sj+1)

2. Negation operator of a proportional 2-tuple value
The negation of a proportional 2-tuple value is de-

fined as:

Neg((as;, (1— (1 —o)sg—i—1,055—;),

&)
»Sg}-

@)sii1) =

where g+ 1 is the cardinality of S, S = {so, ...

3. Proportional 2-tuple aggregation operators

Several aggregation operators were defined by
Wang and Hao to accomplish CW processes. The
definitions of these aggregation operators are based
on canonical characteristic values of linguistic
terms. To do so, similar corresponding aggregation
operators developed in !4 were defined to aggregate
ordinal 2-tuple values by means of their position

indexes *2.

In 2 was also introduced a relationship between the

proportional 2-tuple linguistic model and the 2-tuple lin-
guistic model 4.

Definition 6. > Let S be a 2-tuple linguistic set and S the
ordinal proportional 2-tuple set generated by S, the func-
tion i : S — S is defined as follows,

(siv1,—@) if 0<@<0.5

(si,1—a) if 0.5<a<].
(6)

o h. The proof of this

h(asi, (1 —a)siv1) = {

h is a bijective function and 7 = A~
relationship can be found in 4>

3.1.3. Analysis of proportional 2-tuple expressions

The expressions represented by this model are still simple
and far from common linguistic expressions used by hu-
man beings, because from the linguistic point of view de-
cision makers do not provide naturally such expressions
but rather they can be computed either from other linguis-
tic representations or after a specific training expert might
provide them directly. However, it was an interesting and
initial step to provide a way to improve the elicitation of
linguistic information.

3.2. Linguistic model based on fuzzy relation

A second step for dealing with the modelling of elabo-
rated linguistic expressions was introduced by Tang and
Zheng 38,

3.2.1. Representation model

Tang and Zheng proposed a linguistic model that gen-
erates linguistic expressions from a set of linguistic
terms S = {s0,...,5¢}, using logical connectives, such as
(V,A,—,—), whose semantics are represented by fuzzy
relations R, that describe the degree of similarity between
two linguistic terms s; and s;. The set of all linguistic ex-
pressions is denoted as LE.

Definition 7. 38 Let LE be the set of linguistic expressions
which is defined recursively as follows:

1. s; € LE fori={0,...,g},
2. if 0,0 € LE then ~0,0\V $,0 A 9,0 — ¢ € LE.

A formal definition of this set is the following one.

Definition 8. 3% Any linguistic expression 8 € LE is as-
sociated with a set of subsets of S, denoted A(6) and de-
fined recursively as follows,

1. A(s;)) ={Z CS|si € Z}Vi={0,...,8},
A(8)NA(9),
A(B)UA(9),

A(B)UA(9),

5. A(—6) = A(8).

2. A(OAQ) =
3. 2(0V9) =

4. 20— §) =
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Example 3. Some examples of linguistic expressions
in LE generated from the linguistic term set S shown in
Figure 1 could be the following ones:

—good \ very good

medium N\ good

3.2.2.  Computational model

A fuzzy relation R = (r;j)nxn is defined on S where the el-
ements r;; € [0, 1] of R represent the degree of similarity
between the linguistic terms s; and s ;. Therefore, 7;; is de-
noted as r(s;,s;). A membership function .Z,(-) = r(s;,-)
on S can be obtained for each s;.

There is also a correspondence between fuzzy sets

and consonant mass assignment functions 1

Definition 9. 3 Let .%,, be a membership function that
achieves its value in {A;,...,A;} suchas 1 =4; > A, >
...> A; > 0. A consonant mass assignment function my;
for the membership function .%;, can be obtained as fol-
lows,

msi(Zk):)Lk—lk+1,k:{1,...,z} (7)

where the focal element Z; is the Ax-cut set of Z,.

Zi = {sn| T (sn) = M} ®)

And from the consonant mass assignment function
my,, a membership function .%;; could be obtained as fol-
lows,

ﬁsi(sj) = sti(z) €))

s;i€Z

This equation can be rewritten as the following one,

r(sps) =Y, my(2)

ZEA(s))

(10)

The fuzzy relation R on S can be generalized to the
fuzzy relation R on LE.

Definition 10. 38 Let 6, ¢ € LE be any two linguistic ex-
pressions, the degree similarity between 6 and ¢ is de-
fined recursively as follows,

1. 1(0,5)=Lzex(0) M5, (2) if ¢ = s,

2. 1(0,9)=Y.7¢1(p) My (Z), being the mass assignment
function my obtained from the membership func-
tion Z4(-) =r(¢,-) on S.

Some properties of this computational linguistic
model are defined in 38 to simplify the inference process
for the fuzzy relation R on linguistic expressions.

3.2.3. Analysis of fuzzy relation based expressions

The linguistic expressions provided by this approach are
more elaborated and flexible than previous one (Section
3.1), but their formalization is still far from common lan-
guage used by decision makers in decision making, un-
less for mathematician experts that are familiar with logic
expressions. Therefore, it can be very useful in some de-
cision problems in which logic expressions are close to
the decision makers and the solving process.

3.3. A fuzzy-set approach to treat determinacy and
consistency of linguistic terms

As it has been previously mentioned Ma et al. 2° also

pointed out that the use of predefined linguistic terms
facilitates the elicitation of linguistic information, but
it limits to decision makers to express their preferences
freely, because they have to select one linguistic term
from the predefined linguistic term set, that might not
matching with his/her opinion, and he/she might think in
several linguistic terms at the same time. Consequently, a
new approach that increases the flexibility of the linguis-
tic expressions allowing to use more than one linguistic
term was proposed.

3.3.1. Representation model

This idea consists of decision makers provide their pref-
erences on all the alternatives by using O or 1 for each
linguistic term. Table 1 shows a general representation

of such a model, where X = {x,...,x,} is the set of al-
ternatives, s; € S = {s0,...,5¢} is the linguistic term set
and e € E = {ey,...,en} is the set of decision makers.

Therefore, v ;(x,) = 1 means that the decision maker e
assigns the corresponding linguistic term s; € S to the al-
ternative x € X, and O in otherwise. The selected linguis-
tic terms are then used to generate synthesized comments.

Example 4. By using the linguistic term set depicted in
Figure 1, a decision maker might provide the synthesized
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Table 1: Synthesized comments.

S0 S1 Sg synthesized comment

x| via(xa) | vea(xn) Vi (x1) Cl,1

x| i1 (x2) | via(x2) Vie(X2) Ck2

Xn | Vi1 (xn) Vk,2 (xn) Vi,g (xn) Ck.n

Table 2: Synthesized comments.

nothing | very bad | bad | medium | good | very good | perfect || Comment
0 0 1 1 0 0 0 Commonly
0 0 0 0 0 1 1 Excellent

comments shown in Table 2.

3.3.2.  Computational model

The computational model of this linguistic approach is
based on a fuzzy model and two novel concepts namely
determinacy and consistency.

The concept of determinacy indicates the understand-
able degree that the decision maker has on the linguistic
terms. For instance, if a decision maker provides his/her
preference using only one linguistic term, it means that
he/she is sure about the usage of the linguistic terms.
However, if the decision maker uses more than one lin-
guistic term, it is because of he/she cannot select one
from the set. Formally, it is defined as follows.

Definition 11. 2° The determinacy of a linguistic term
s; € S presented by a decision maker k € E is,

Det(si) =1— (/Uga,dU>//UdU, (11)

where [;; Z,dU is the fuzzy integral of .7, on U.

The consistency is related to the rationality of the
preferences provided by the decision makers. The lin-
guistic terms obtained by the decision maker should be
consistent, otherwise the final result might lead to wrong
conclusions in the decision making problem.

Definition 12. 2° Let S be a set of linguistic terms and
Fy,, 1 =10,...,g} be the corresponding fuzzy sets of s;,
the consistency of S is,

8

Coni(S) = \/{Ot : ﬂ(ﬁs,—)a # 0},

i=0

(12)

being (%, ) o the a-cut of Z, i ={0,...,g}.

In order to represent the synthesized comments Ma et
al. proposed a strategy similar to the voting strategy in
data fusion %© which uses the definitions of consistency
and determinacy.

Definition 13. Let x, an alternative, ¢; a decision maker,
and S the linguistic term set that the decision maker uses
to provide his/her opinions, the synthesized comment is,

{(si, Dsynci(si)) : s; € S,
Dsyncy(s;) = Dety(s;) * Det(S*) * Cony.(S*) }

Comy(x,) =

where §* C S and §* = {s; € S 1 vy ;(x,) = 1}.

The set of synthesized comments {Comy(x,) : k =
1,...,m} of all decision makers can be aggregated by us-
ing any aggregation operator defined in 141346,

3.3.3. Analysis of expressions based on synthesized
comments

This model is initially quite flexible and suitable to
achieve the aim of modelling rich and flexible expres-
sions for eliciting complex linguistic preferences because
it allows to build expressions close to natural language
used by experts in decision making. However, there is not
any formal process or rule defined to fix the syntax of the
synthesized comments obtained from multiple linguistic
terms that makes this model hard to use in different de-
cision situations with different decision makers chasing
comparable results.
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3.4. Linguistic distribution

Keeping in mind the proportional 2-tuple linguistic model
presented by Wang and Hao #?, Dong et al. developed a
generalization of such a model introducing the concept of
distribution assessment ©.

3.4.1. Representation model

The representation of this model consists of assigning
symbolic proportions to all the terms of the linguistic
term set. To do so, the definition of distribution assess-
ment is proposed.

Definition 14. % Let S = {so,....,s,} be a linguistic term
set, a distribution assessment, m, of S is defined as fol-
lows, m = {(s;,Bi)|i = {0,...,g}} where 5; € S, B; > 0,
Y% oBi =1and B; is the symbolic proportion of s;.

An example of the representation of this model is the
following one.

Example 5. Let’s suppose that 10 students has
to evaluate to their teacher by using the linguis-
tic term set S, depicted in Figure 1, two of them
provide very good, five provide good and the re-
maining ones say bad.
defined using the following distribution assessment,
{(nothing,0), (very bad,0), (bad,0.3), (medium,0),
(good,0.5), (very good,0.2), (perfect,0)}

The evaluation could be

3.4.2. Computational model

A computational model was also proposed to carry out
operations with distribution assessments.

1. A comparison law

To compare two distribution assessments, it was
necessary to introduce the definition of Expecta-
tion.

Definition 15. *° Let m = {(s;,8;}, i = {0,...,g}
where 5; € S, B; > 0, X5 B = 1, be a distribution
assessment of S. The expectation of m is,

8
E(m) =) Bisi (13)
i=0

Let m; and m; be two distribution assessments of
S, then,

o If E(m;) < E(my), then m) is smaller than my

o If E(m;) = E(my), then m; and my have the
same expectation.

2. A negation operator

Neg({shﬁi}asi € S) = {(Sivﬁ—i’i: {07"'78}}
(14)

3. Aggregation operators of distribution assessments

Several aggregation operators to aggregate this
type of information were defined in 4°.

Dong et al. also studied some consistency measures,
such as additive and multiplicative consistency for a dis-
tribution linguistic preference relation 4, and they pro-
posed a consensus model which identifies those distribu-
tion linguistic preference relations that less contribute to
achieve the consensus level and modifies them until the
consensus level is reached.

3.4.3. Analysis of expressions based on linguistic
distributions

The linguistic distributions allow to keep linguistic infor-
mation in a broad sense taking into account more than a
single term in a similar but more complete way than the
proportional 2-tuple (see Section 3.1). Hence its inter-
pretability of the linguistic information is still far from
common language used by decision makers in decision
making problems despite it can be useful in managing
computational processes for keeping as much informa-
tion as possible.

3.5. Complex Linguistic Expressions based on
Hesitant Fuzzy Linguistic Term Sets

The linguistic computing models revised previously try
to use linguistic expressions richer than single linguis-
tic terms, but some of them provide linguistic expres-
sions far from the common language used by human be-
ings in decision making problems or they do not explain
how the linguistic expressions are built formally. An-
other linguistic model was proposed in 33 to construct
complex linguistic expressions, based on the use of Hes-
itant Fuzzy Linguistic Term Sets (HFLTS) 33 that models
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decision maker’s hesitancy when elicits linguistic pref-
erences. Such complex linguistic expressions not only
achieve the improvements pointed out by Ma et al. 20,
but also provide decision makers greater flexibility to ex-
press their preferences by means of context-free gram-
mars that fix the rules to generate comparative linguistic
expressions similar to the natural language used by deci-
sion makers in decision making problems.

3.5.1. Representation model

The following context-free grammar Gy, generates com-
parative linguistic expressions suitable to provide prefer-
ences in decision making problems.

Definition 16. ** Let G be a context-free grammar and
S = {s0,...,8,} a linguistic term set. The elements of
Gy = (Vn,Vr,1,P) are defined as follows:

Vn = {{primary term), (composite term),

(unary relation), (binary relation), {con junction)}

Vi = {lower than, greater than,at least,at most,
between,and, sy, s\, . ..,Sq}

I1eVy

P = {I ::= (primary term)|(composite term)

(composite term) ::= (unary relation) (primary term)|
(binary relation)(primary term){(con junction)

(primary term)

(primary term) ::= so|s1|. .. |sq

(unary relation) ::= lower than|greater than|at least|
at most

(binary relation) ::= between

(con junction) ::= and}

The comparative linguistic expressions generated by
Gy cannot be straightforwardly used to make compu-
tations, therefore, they are transformed into HFLTS by
means of a transformation function, Eg,, .

Definition 17. %3 Let S = {s0,...,5,} be a linguistic term

set, a HFLTS, Hg, is defined as an ordered finite subset of

consecutive linguistic terms of S,

Hg = {si,Sit1,...,5;} such that, sy € S, k € {i,..., j}
The transformation function Eg,,, was defined as fol-

lows.

Definition 18. 3* Let Eg,, be a function that transforms
comparative linguistic expressions, //, obtained by Gy,
into HFLTS, Hg, where S is the linguistic term set used

by Gy and §j; is the set of linguistic expressions gener-
ated by Gy,
EGH Sy — Hg

The comparative linguistic expressions generated
through the context-free grammar Gy, are transformed
into HFLTS by using the following transformations:

o Egy(si) = {silsi € S}

o Eg,(atmost s;) = {sj|s; € Sand s; < s;}

o Eg,(lower than s;) = {sj|s; € Sand sj < s;}

o Eg,(atleasts;) = {sj|s; € Sand s; > s;}

o Eg,(greater than s;) = {s;[s; € S and s; > s;}

o Eg,(between s; and s;) = {s¢|sx € S and s; < s < s}

Example 6. By using the context-free grammar Gy, and
the linguistic term set shown in Figure 1, some compara-
tive linguistic expressions might be,
ll] = between medium and very good
ll, = at least bad

The transformation of these comparative linguistic
expressions into HFLTS are,
Eg, (between — medium  and  very  good) =
{medium,good,very good}
Eg,, (at least bad) = {nothing,very bad,bad }

3.5.2. Computational model

Different computation models can be used to operate with
HFLTS depending on its representation, such as an enve-
lope that is an interval value 3 or the fuzzy envelope '°.
Due to the interest in fuzzy based representations of this
paper the fuzzy envelope is revised:

Definition 19. '° Let Hs = {s;,si11,...,5;} be a HFLTS,
so that s; €S = {so, o .,sg}, ke{i,...,j}.

envp (Hs) =T (a,b,c,d), (15)

where T'(+) is a trapezoidal or triangular fuzzy member-
ship function (see !° for further details).

The concept of fuzzy envelope envp(Hs) of an
HFLTS facilitates the CW processes with HFLTS !° be-
cause it represents the comparative linguistic expressions
by means of a fuzzy membership function obtained of ag-
gregating the linguistic terms that compound the HFLTS
and hence the computations can be carried out by the Ex-
tension Principle 5 (see Section 2.3.1).
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3.5.3. Extension of Hesitant Fuzzy Linguistic Term Sets

Recently, the concept of HFLTS has been extended to use
non-consecutive linguistic terms °. This generalization
is called Extended Hesitant Fuzzy Linguistic Term Set
(EHFLTS) and it is defined as follows.

Definition 20. *° Let S be a linguistic term set, a EHFLTS
is an ordered subset of linguistic terms of S, such that,

EHg = {si|si € S}

This extension was proposed to fuse the preferences
provided by different decision makers by using the union
operation. The idea consists of combining the HFLTS
provided for each decision maker to obtain a EHFLTS
that represent the collective preference of the group. Sev-
eral aggregation operators for EHFLTS have been defined
in 40,

Note that this model deals with multiple linguistic
terms, but does not provide linguistic expressions simi-

lar to the common language.

3.5.4. Analysis of complex linguistic expressions based
on HFLTS

It is clear that the comparative linguistic expressions gen-
erated by Gy and represented by HFLTS provide an im-
portant flexibility to decision makers when eliciting pref-
erences, together a clear formalization of the way of gen-
erating expressions that could be close to the expressions
used by human beings in decision making depending on
the grammar used for such a generation.

4. Challenges and Future in Modelling Complex
Linguistic Preferences

The management of uncertain and vague information is
always hard and complex, therefore the modelling of in-
formation in such an environment presents important dif-
ficulties that the fuzzy linguistic modelling has tackled
successfully in many decision situations. However, it is
clear that the use of simple fuzzy linguistic preferences
composed by a single term is not always suitable to rep-
resent the real preferences of the decision makers.
Across this paper it has been shown different pro-
posals to model linguistic preferences by means of more
elaborated expressions than a single linguistic term. It

is easy to observe that each different proposal treats the
preference modelling from very different perspectives, all
of them quite interesting in specific decision situations.
However, despite the different linguistic modelling pro-
posals for complex linguistic preferences introduced in
the specialized literature, it seems necessary a further re-
search looking for some aspects that have not been con-
sidered yet:

« Some proposals are very flexible to construct linguistic
expressions such as in Sections 3.3 and 3.4, but there
is not formal processes to build expressions either are
far from common language. However, other proposals
as comparative linguistic expressions (Section 3.5) are
well formalized by means of context-free grammars,
but are not so rich as previous ones. Hence, it is im-
portant to keep working on proposals able to keep fea-
tures of the latter and increase its flexibility as the for-
mer. Maybe a way to do that, it will be the use of richer
grammars than context-free grammars +13.

« So far, most of problems dealing with uncertain infor-
mation have applied a determined technique to model
and manage such a uncertainty. However, it is clear
that in real world problems the use of only one tech-
nique is not realistic, because of multiple perspec-
tives in which a problem can be solved, hence fur-
ther research on the use of multiple linguistic mod-
elling proposals to model complex linguistic prefer-
ences could suit better different real-world decision
problems. Therefore, another important challenge to
deal with complex linguistic information in uncertain
decision making problems, is the development of hy-
brid modelling and computing proposals to improve
the results, such hybridization could include the inter-
operability among different types of expressions and
their computational models.

« Across this overview the proposals revised aim at pro-
viding richer and more flexible syntax to decision mak-
ers, for eliciting their knowledge, based on a fuzzy se-
mantics. All of them provide a unique meaning for the
complex expressions elaborated with each approach,
however in CW literature it has been thoroughly dis-
cussed that words means different things for different
people 22230 because of different reasons. Therefore,
the current approaches for eliciting linguistic com-
plex expressions should consider this fact and provide
mechanisms for representing and managing those dif-
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ferent meanings for the linguistic expressions in the
problems. Maybe this challenge can be initially tack-
led by integrating the view of multi-granular linguistic
scales and later on by researching on the use of type-
2 fuzzy sets. Other approaches and ideas can enrich
previous ideas for this challenge.

Even though, there would be other challenges to point
out, the previous ones could be the most interesting ones
from a decision making and decision analysis point of
view.

5. Conclusions

The need to model linguistically preferences in complex
decision problems has led to many ways of linguistic
modelling and computational approaches in which fuzzy
based approaches play a key role. However, most of these
approaches provide a priori fixed vocabularies that deci-
sion makers are forced to use for eliciting their prefer-
ences and usually in a very simple way. To overcome
this drawback the ability to generate flexible and com-
plex linguistic expressions to elicit preferences has been
recently researched. An overview of the most important
fuzzy proposals to deal with this type of preferences has
been provided in this paper and pointed out the different
points of view used in each proposal to model these com-
plex preferences. Eventually some challenges have been
introduced for further research.
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Abstract—Many real-world decision making (DM) problems
present changing contexts in which uncertainty or vagueness ap-
pear. Such uncertainty has been often modeled based on the lin-
guistic information by using single linguistic terms. Dealing with
linguistic information in DM demands processes of computing
with words whose main characteristic is to emulate human beings
reasoning processes to obtain linguistic outputs from linguistic
inputs. However, often single linguistic terms are limited or do
not express properly the expert’s knowledge, being necessary to
elaborate richer linguistic expressions easy to understand and
able to express greater amount of knowledge, as it is the case
of the comparative linguistic expressions based on hesitant fuzzy
linguistic terms sets. Nevertheless, current computational models
for comparative linguistic expressions present limitations both
from understandability and precision points of view. The 2-tuple
linguistic representation model stands out in these aspects because
of its accuracy and interpretability dealing with linguistic terms,
both related to the use of the symbolic translation, although 2-tuple
linguistic values are still limited by the use of single linguistic terms.
Therefore, the aim of this article is to present a new fuzzy linguistic
representation model for comparative linguistic expressions that
takes advantage of the goodness of the 2-tuple linguistic represen-
tation model and improve the interpretability and accuracy of the
results in computing with words processes, resulting the so-called
extended comparative linguistic expressions with symbolic trans-
lation. Taking into account the proposed model, a new computing
with words approach is presented and then applied to a DM case
study to show its performance and advantages in a real case by
comparing with other linguistic decision approaches.

Index Terms—Computing with words, comparative linguistic
expressions, decision making (DM), hesitant fuzzy linguistic term
set, symbolic translation.
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1. INTRODUCTION

OWADAYS, human beings need to deal with problems
N characterized by multiple alternatives or options and de-
cide which one is the best one/s as solution of the problem, this
process is known as decision making (DM). DM problems may
take place in changing environments, in which the uncertainty
and vagueness are common, i.e., DM under uncertainty [1]-[3].
In such conditions, the use of linguistic information based on the
fuzzy linguistic approach [4] has given successful results leading
to linguistic decision making (LDM) [5]. Nevertheless, the use
of linguistic information implies to accomplish computations
with it. Computing with Words (CW) [6]-[9] is one of the most
used methodologies, which carries out on processes where words
(in a natural or artificial language) and not numbers are used
for computing, emulating in this way, human beings cognitive
processes [7], [10]-[13]. CW processes obtain linguistic out-
comes from linguistic inputs, obtaining results, which are easily
understandable and properly represented.

Consequently, several linguistic computational models have
been developed to accomplish such linguistic computations
within CW, that can be classified into two groups: 1) linguistic
computational model based on membership functions models
(semantic models) [2], [14]-[16] and 2) linguistic symbolic com-
putational model based on ordinal scales (symbolic models) [5],
[17]-[19]. However, the symbolic models stand out because their
simplicity and high interpretability. Among them, the 2-tuple
linguistic computational model [11], [20] is a symbolic model
that extends the use of indexes, modifying the fuzzy linguistic
approach representation by adding a parameter, so-called sym-
bolic translation, to the basic linguistic representation in order
to improve the accuracy of the linguistic computations, keeping
the CW scheme and the interpretability of the results.

Nonetheless, the elicitation of linguistic information by either
linguistic terms or 2-tuple linguistic values are still limited
because such information must be always expressed by single
linguistic terms, defined a priori. This limitation is especially
important in LDM problems, since experts face uncertain de-
cision situations in which they might hesitate among several
linguistic terms and would prefer to employ more complex
linguistic expressions to elicit their own knowledge. In order
to overcome such a limitation, several proposals aimed at im-
proving the elicitation of the linguistic information [21], but
the expressions generated by those proposals were not close
to human beings cognitive process or they did not provide a
formalization method explaining how to obtain the linguistic
expressions. On the other hand, Rodriguez et al. [22] proposed a
linguistic model to construct linguistic expressions based on the
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hesitant fuzzy linguistic term sets (HFLTS). Later on, Rodriguez
etal. [23] proposed the use of HFLTS and context-free grammars
to build in a formal way comparative linguistic expressions
(CLEs) that are more flexible and richer than single linguistic
terms and also closer to the language used by human beings in
real-world decision problems.

Many DM models have used CLEs and their corresponding
HFLTS transformation to model and compute experts’ informa-
tion. Some of them have used a symbolic approach, in which
the CLEs are transformed into linguistic terms intervals, losing
information during the process [22], [24]-[27]. Others have
utilized a symbolic approach in which the fuzzy envelope [28]
of each CLE is computed [28]-[31]. Following with fuzzy
envelope, a collection of proposals including trapezoidal fuzzy
numbers [32], discrete fuzzy numbers [33], possibility distri-
bution [34], [35], proportional hesitant fuzzy linguistic term
set [36], and probabilistic linguistic term set [37] have provided
successful results to carry out computations with HFLTS. How-
ever, although the latter models keep a fuzzy representation or
have improved the precision in the results, the interpretability
remains their weakness, since the representation of the results
is difficult to understand because is far from human beings
cognitive process.

CLEs are closer to the way of thinking of human beings but the
results obtained in CW with them are still limited both from the
point of view of interpretability and precision due to its discrete
expression domain. As it was aforementioned, symbolic trans-
lation solves this problem for single linguistic terms. Therefore,
the combination of CLEs and symbolic translation might lead
to an improved CW processes for CLEs. Several proposals that
combine both concepts have been introduced in the specialized
literature. Some approaches have considered the use of HFLTSs
and 2-tuple linguistic model independently [38]. Others propos-
als define CLEs based on 2-tuple linguistic term set to express
experts’ hesitancy [39], [40], while others are based on 2-tuple
representation whose symbolic translation is formed by several
values that represent the experts’ hesitancy [41]. However, the
abovementioned proposals present limitations and/or drawbacks
from CW point of view (see Section II-D).

Taking into account previous drawbacks for computing with
CLEs and keeping in mind the CW methodology, this article
proposes a new fuzzy linguistic representation for CLEs to-
gether with a linguistic computational model that will keep
understandability of results and improve their precision. Such
a new linguistic model extends the CLEs by using the concept
of symbolic translation introduced by the 2-tuple linguistic
model [17] resulting the so-called Extended Comparative LIn-
guistiC Expressions with Symbollc Translation (ELICIT) infor-
mation. These expressions extend the representation of CLEs
generated by a context-free grammar into a continuous domain to
perform CW processes without any kind of approximation. For
sake of clarity, the main novelties of this article are enumerated
as follows.

1) A new linguistic model, so-called ELICIT, which rep-
resents linguistic information through the generation of
ELICIT information, an extension of CLEs in a continuous
domain by using the symbolic translation concept related
to the 2-tuple linguistic model.

2) A CW approach based on the ELICIT, which takes advan-
tage of the main characteristics of the ELICIT information,
interpretability, and precision.
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3) Alinguistic computational model for ELICIT information
composed by several basic operations such as negation and
aggregation together with a fuzzy comparison operator.

The new representation and its computational model based
on fuzzy arithmetic will be applied in DM research area, in
which linguistic expressions have been widely used [5], [11],
[42], [43]. Eventually, a real-world case study will be solved by
using ELICIT information and a comparison with other previous
models will show its advantages.

The rest of article is organized as follows. Section II reviews
basic concepts about the DM, CW, and CLEs. Furthermore,
a short literature review with the main related approaches to
the proposed method is carried out. Section III introduces the
new linguistic representation model along with the generation
of ELICIT expressions through of a context-free grammar also
defined. Furthermore, a new linguistic computational model
based on such expressions is also described. Section IV shows
the performance of the CW approach based on the ELICIT
information in a real-world LDM problem and a comparison
with previous models. Finally, Section V concludes this article.

II. PRELIMINARIES

This section reviews some concepts related to fuzzy linguistic
approach, DM, CW, and CLE:s in order to understand easily this
contribution. Moreover, several proposals conceptually related
to the proposed model are also revised, to show the originality,
novelty of the proposal and for further comparisons in real-world
DM problems.

A. Fuzzy Linguistic Approach

Most of real-world problems present incomplete informa-
tion, vagueness, and uncertainty that often cannot be modeled
by probabilistic models. Under these conditions, the use of
linguistic information has obtained successful results [44] in
different fields [10], [45]-[47]. Several approaches have been
presented in the literature to model linguistic information [4],
[12], [48]-[51], among them, the fuzzy linguistic approach uses
fuzzy set theory [52] to manage uncertainty and model linguistic
information by using linguistic variables described by Zadeh [4]
as “A variable whose values are not numbers but words or
sentences in a natural or artificial language”. A linguistic
variable is characterized by a syntactic value or label and a
semantic value (see Fig. 1). Whereas the label is a word that
belongs to a set of linguistic terms, semantics is provided by a
fuzzy set in a discourse universe. Due to words are less precise
than numbers, the concept of linguistic variable seems suitable
to model complex and uncertain information.
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Remark 1: Note that Appendix A related to fuzzy concepts
has been introduced for a better understanding of the proposal.

The fuzzy linguistic approach provides the basis to model
information linguistically by using a fuzzy representation. Fur-
thermore, one of the main contributions of this approach, is a
methodology for CW that merges natural languages and com-
putations with fuzzy variables. Although the fuzzy linguistic
approach and the CW methodology have been applied in several
fields [10], [45]-[47], this contribution focuses on the DM
research area (see Section II-B) due to their convenience and
suitability to deal with DM problems under uncertainty [20].

B. Linguistic DM Under Uncertainty

DM is a quotidian process [53]-[58] characterized by a set
of alternatives and the need to decide, which one/s is/are the
best. In order to solve DM problems, experts provide their
knowledge about the set of such alternatives and make decisions
by means of reasoning processes [59]-[61]. Formally, a DM
problem is characterized by a set of experts F = {e1,...,ex}
who express their assessments over a sequence of alternatives
or options X = {z1,...,x,}, defined by a finite set of criteria
C ={ec1,...,cm}. Due to the fact that, most of the real-world
DM problems involve incomplete information, vagueness, and
uncertainty that often cannot be modeled by probabilistic mod-
els, classical decision theory models cannot be applied. There-
fore, under these conditions, the use of linguistic information and
its modeling using linguistic variables [4] has obtained success-
ful results. The use of linguistic variables to elicit knowledge and
preferences about either alternatives or criteria is often used by
decision makers involved in DM problems, raising the concept
on LDM. The phases that compose the LDM scheme [5] are
definition of syntax and semantics, selection of an aggregation
operator, aggregation, and exploitation. All of them are graph-
ically shown in Fig. 2.

The linguistic resolution scheme shows the necessity of op-
erating with linguistic information to find a solution in LDM
problems. The CW methodology mimics the human beings
reasoning, that is, compute and reason by means of words,
obtaining linguistic results from linguistic premises. Zadeh [7]
defined CW as “A methodology in which words are used in place
of numbers for computing, reasoning, and DM .

Inrecent years, CW methodology has been intensively applied
in DM [11], [46], [62] and, thus, multiple CW schemes have
been proposed in the literature [13], [63], [64]. These schemes
emphasize the need of obtaining accurate linguistic results easy
to compute and understand. Fig. 3 shows the CW scheme
introduced by Yager in [13], [64], in which the importance
of the processes of translation and retranslation in CW was
pointed out. The former translates the linguistic inputs into a
machine-manipulate format based on fuzzy tools in which the
computations are carried out. The latter consists of converting
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the computing results into linguistic information again to facil-
itate the human comprehension.

There are several computational models developed to perform
linguistic computations [2], [46] based on the fuzzy linguistic
approach [4], [50], [51]. However, the 2-tuple linguistic model
proposed by Herrera and Martinez [17] is notable for its inter-
pretability and accuracy [3].

Remark 2: Note that, due to the key role of the 2-tuple
linguistic model in our contribution, concepts related to such
a linguistic model have been included in Appendix B.

C. Hesitant Fuzzy Linguistic Term Sets and Comparative
Linguistic Expressions

In spite of the fuzzy linguistic approach has been successfully
applied in DM, the modeling of linguistic information is limited
when experts provide their preferences by using just single
terms. Experts might face situations in which they hesitate
among several linguistic terms at the same time. Therefore,
to overcome such a limitation, the concept HFLTS [22] was
introduced. HFLTSs are based on the fuzzy linguistic approach
that will serve as bases to increase the flexibility of the elicitation
of linguistic information.

HFLTS can be directly used by the experts to elicit several
linguistic values for a linguistic variable, but they are not close
to the expressions used by the human beings. Therefore, it is
necessary to define linguistic sentences closer to human beings
expressions. Rodriguez et al. [21] reviewed the broadest lin-
guistic approaches for modeling complex linguistic preferences.
Although there are several proposals that obtain richer linguistic
expressions than single linguistic terms, the one presented by
Rodriguez et al. [22], [23] stands out because it provides a
formalization process to generate linguistic expressions close to
the common language used by human beings in DM problems.
Such expressions, so-called CLEs are based on HFLTSs, that
model the decision maker’s hesitancy.

CLEs are built by using context-free grammars G g. In [23]
a basic context-free grammar for generating CLEs for eliciting
DM preferences was introduced.

Definition 1. (see [23]): Let Gy be a context-free grammar
and S = {so,...,S,} a linguistic term set. The elements of
Gy = (Vn,Vp, I, P) are defined as follows.

Vi = {(primary term), (composite term),
(unary relation), (binary relation), (conjunction) }
Vi = {at least, at most, between, and, s, $1, ...

I eVy.

+Sg}

The production rules defined in an extended Backus—Naur

form are

P ={I ::= (primary term)|(composite term)

(composite term) ::= (unary relation)(primary term)|
binary relation) (primary term)(conjunction)
primary term)
primary term) = So|s1]...[sg
unary relation) ::= at least|at most
= between

and}.

binary relation)

P

conjunction) =
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Similar to the simple linguistic terms, the use of CLEs in DM
implies processes of CW. To accomplish the computations on
linguistic expressions, a transformation function E; was defined
to transform such expressions into HFLTSs.

Definition 2. (see [23]): Let Eq,, be a function that trans-
forms CLEs, Il € S);, obtained by G, into HFLTSs, Hg. S
is the linguistic term set used by Gy and .5}; is the expression
domain generated by G

EGH : Sll — Hs. (1)

The CLEs generated by the context-free grammar G g intro-
duced in Definition 1 are transformed into HFLTSs H g by means
of the following transformations:

Ec,(s;) ={sils; € S}

(
Eg, (atmost s;) = {sj|s; <s; ands; € S}
Eq, (atleasts;) = {sj|s; > s; and s; € S}
Eq, (betweens; and s;) = {sp|s; < sp <s; and s, € S}.

Once the CLEs are transformed into a HFLTS, different com-
putational models have been proposed [28], [31], [38], mainly
based on the fusion of HFLTS by means of an envelope that
can be obtained in different ways [22], [28]. Nevertheless, the
proposal presented by Liu and Rodriguez [28] stands out. This
proposal consists of a fuzzy envelope for HFLTSs, which repre-
sents the semantics of the CLEs by fuzzy membership functions
obtained by aggregating the linguistic terms, which belong to
the HFLTS, keeping in mind that the CW processes translate the
linguistic input into a format based on fuzzy arithmetic to carry
out the computations.

Definition 3. (see [28]): The fuzzy envelopeenvy(Hg) is de-
fined as a trapezoidal fuzzy membership function as follows:

envp(Hg) =T(a,b,c,d) )

where Hg is a HFLTS and T'(a, b, ¢, d) is a fuzzy membership
function (see [28] for further detail).

HFLTS fuzzy envelope is obtained by aggregating different
fuzzy memberships functions with the OWA operator [65].
One of the most relevant characteristic of such operator is the
possibility to set distinct importance to the linguistic terms that
compose the HFLTS by means of weights assignment. Such
importance will depend on the optimism degree related to the
weights, which can be measured by the orness measure. This
measure plays a key role in our contribution, since, thanks to
it, we will able to compute fuzzy envelopes, which preserve as
much information as possible.

Remark 3: Note that Appendix C related to the orness mea-
sure and its influence in our proposal has been included for a
better understanding of it.

The CLEs are close to the linguistic structures used by human
beings for eliciting preferences, specially in the real-world DM
contexts, and improve preferences elicitation regarding single
linguistic terms, but still the results obtained in CW with CLEs
need improve precision and interpretability because of its current
discrete expressions domain. Look at the LDM literature [20],
the use of the symbolic translation solved an analogous problem
with single linguistic terms. Consequently, it seems reasonable
and promising to combine the CLEs and the symbolic translation
toimprove the CW processes with CLEs. Different attempts have
been presented in the literature [38]—[4 1] that are briefly revised
in the following section in which their drawbacks are pointed
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out in order to clarify the novelty advantages and need of our
proposal.

D. Related Works

This section reviews several proposals that have combined to
some extent the concepts of HFLTSs and the 2-tuple linguistic
model to develop new representation models. We analyze such
approaches taking into account the way of combining the CLEs
and the 2-tuple linguistic model, also from the CW scheme point
of view, pointing out their limitations and/or drawbacks.

1) Proposals that consider the use of the HFLTSs and the

2-tuple linguistic model independently.

a) Zulueta et al. [38] presented an environmental im-
pact significance assessment approach that allows
to manage heterogeneous information, that is, the
input information can be provided by the experts
through CLEs, crisp numbers, interval-valued or
hesitant fuzzy sets, and to carry out the computations
with these different types of information, such infor-
mation is unified into 2-tuple linguistic values. The
results are represented by 2-tuple linguistic values.
This approach aims at combining information but
does not consider the CLESs as output; hence, it loses
information in the unification process as well as
reduces the expressiveness of assessments to just
one term, although the output is linguistic and easy
to understand.

2) Proposals define CLEs based on 2-tuple linguistic term

sets to express decision makers’ hesitancy.

a) Tang et al. [39] introduced a linguistic approach
that allows the construction of CLEs based on
HFLTSs and the 2-tuple linguistic model, so-called
2-tuple hesitant linguistic fuzzy set (2-TLFHS). The
2-TLFHS can be defined as follows.

Definition 4. (see [39]): Let S ={(sg, ap), (s1,
ay), ..., (84, ag)} be a 2-tuple linguistic term set.
A 2-tuple linguistic hesitant fuzzy set (2-TLHFS),
LH,in S can be expressed as follows:

LH = {((se,,,), h(s0,,,))|(s0,, 9,) € S}

where [h((se,, @p,)) = {r1,72,73,...,7m} is a set
with m; values in [0,1], denoting the possible mem-
bership degrees of the elements x € X to the set

Example 1: Supposing that one decision maker
evaluates the quality of a wine, by using S = {s :
disgusting, s; : very bad, s : bad, s3 : normal, s4 :
good, s5 : very good, s5 : excellent}, and provides
the value 0.5 for disgusting, the value 0.7 for very
bad and the value 0.1 for bad, the 2-TLHFS would
be LH = ((s0,0),0.5), ((s1,0),0.7), ((s2,0),0.1)
(graphically represented in Fig. 4).
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b)

These expressions model the decision maker’s un-
certainty by using hesitant fuzzy sets and the
2-tuple linguistic model. Nevertheless, the expres-
sions present an important lack of interpretability,
because they are not close to a human beings cog-
nitive process, and it is really hard that decision
makers provide their opinions by means of this type
of expressions. Finally, although the computations
are carried by using 2-TLHFS to avoid loss of in-
formation, the result is transformed into a 2-tuple
linguistic value that implies lack of precision and
reduces the expressiveness.

Wei and Liao [40] presented the concept of hesitant
2-tuple sets together with three kinds of operators to
aggregate multigranularity hesitant fuzzy linguistic
information without loss of information. The aim
is to transform HFLTSs into hesitant 2-tuple sets in
order to avoid loss of information. A hesitant 2-tuple
set is defined as follows.

Definition 5. (see [40]): Let S = {so,s1,...,
s;} be a linguistic term set, and (b;, ;) be a
2-tuple linguistic value on S, ¢=1,2,...,n.
If (b;, ) < (bj,cj) for any i< j, then is
{(b1, 1), (b2, 2), ..., (b, )}, & hesitant 2-tuple
seton S.

Example 2: T2, = {(s5,0), (s£,0)}

cally represented in Fig. 5).
This type of expressions are difficult to understand,
because it consists of several 2-tuple linguistic val-
ues. Furthermore, there is no a definition that ex-
plains formally what happens with the information
between two 2-tuple linguistic values whose linguis-
tic terms are not consecutive, thus it is not clear
whether such intermediate information is taken into
account.

(graphi-

3) Other approaches are based on the 2-tuple representation

a)

whose symbolic translation is composed by several values
that determine the decision makers’ hesitancy.

Begand Rashid [41] proposed a new linguistic repre-
sentation model based on hesitant 2-tuple linguistic
information defined as follows.

Definition 6. (see [41]): Let X be an universe of

discourse and S = {s1,..., s¢} be a linguistic term
set, a hesitant linguistic term set in X is an ex-
pression A givenby A = {(z, h(x))|z € X} where
h(il?) = (Sivﬂij) VrelX.
This model represents the hesitant linguistic in-
formation by means of 2-tuple linguistic values,
(si,Bij), where s; is a linguistic label and 3;; is
a finite subset of [—0.5,0.5) that represents the
possible symbolic translations of s;. It is noted that
the cardinality of 5 may be different for each x.

Example 3: ( s2, (—0.3, 0.1)) (graphically
represented in Fig. 6).
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As in previous proposals, these expressions are far
from structures used by human beings for eliciting
preferences. Therefore, they present an important
lack of interpretability and it is very difficult for
decision makers to express their opinions and pref-
erences through these expressions, which generate
more uncertainty, from a semantic point of view,
because the multiple values to represent the sym-
bolic translation. Moreover, the results are numeric
values, which imply loss of information and inter-
pretability in the output.

II. ELICIT: COMPARATIVE LINGUISTIC EXPRESSIONS WITH
SYMBOLIC TRANSLATION

The lack of representation and computational models for
CLEs that provide accurate and/or interpretable linguistic re-
sults manifests the need of a new approach able to keep the
interpretability and accuracy of the results in CW processes
dealing with CLEs. Taking into account the previous premises,
this section presents the ELICIT linguistic model, a new fuzzy
linguistic representation model that extends the CLEs by using
the concept of symbolic translation used by the 2-tuple linguistic
model.

This section is organized as follows. Section III-A introduces
the ELICIT linguistic representation model and the ELICIT
expressions. Section III-B presents a new CW approach based
on the ELICIT linguistic model. Finally, Section III-C presents
a computational model to accomplish the processes of CW by
using ELICIT information.

A. Representation Model

The ELICIT linguistic model represents the linguistic in-
formation through the generation of ELICIT information, an
extension of CLEs generated by a context-free grammar into
a continuous domain by using the symbolic translation. The
ELICIT information takes advantage of the main feature of CLEs
that is their interpretability and, when it is necessary, it replaces
the linguistic terms of the expressions by 2-tuple linguistic terms.
In this way, the CW processes are performed without any kind
of approximation, providing accurate results easy to understand.

Definition 7: Let G be a context-free grammar and S =
{s0,...,54} a linguistic term set. The elements of Gy =
(Vn, Vip, I, P) are defined as follows:

Vi = {(continuous primary term), (composite term)
(unary relation), (binary relation), (conjunction) }
Vi = {at least, at most, between, and, (sg, )™

(s1,0)7,...,(sg,x)7}

I eVy.
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Fig. 7. Fuzzy comparison representation between CLEs and ELICIT.

The new production rules defined in an extended Backus—
Naur form are

P = {I := (continuous primary term)|
(composite term)

(composite term) ::= (unary relation)
(continuous primary term)|

(binary relation)(continuous primary term)
(conjunction)(continuous primary term)
(continuous primary term) ::= (sg, )|
(s1,0)7]...[(sg, )7

(unary relation) ::= at least|at most
= between

and}.

(binary relation)
(conjunction) ::=

Thus, the possible ELICIT expressions generated according
to the new definition of the context-free grammar are: “at
least (s;, )7, “at most (s;, «v)?,” and “between (s;, a1)"* and
(s, 2)7>” (Fig. 7 shows an example of their fuzzy representa-
tion). Note that an additional parameter so-called adjustment and
noted as 7y has been included in each continuous primary term in
the expression. This parameter provides essential information to
carry out accurate computations with the ELICIT information
as is further detailed in Section I1I-B4.

B. CW Approach for ELICIT Information

ELICIT representation model provides a new and flexible way
to model linguistic information but it is also necessary to obtain
interpretable and precise results in a CW processes by using
ELICIT information and overcoming the drawbacks of previous
linguistic models pointed out in Section II-D. Consequently,
the definition of a new CW approach that takes advantage of
these new expressions is logical and necessary. Here, a new
CW approach is introduced for ELICIT information (see Fig. 8)
based on the fuzzy linguistic approach (see Section II-A) that
carries out CW computations in a precise way and provides lin-
guistic results represented by ELICIT information by obtaining
interpretable results. This section also describes the different
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processes carried out in such scheme that fulfil the general CW
scheme showed in Fig. 3.

1) Linguistic Input and Output: As it was aforementioned,
in a CW approach both inputs and outcomes have to be repre-
sented by linguistic information. The outputs will be logically
represented by ELICIT expressions that should be generated
from linguistic inputs close to the way of thinking of human
beings and that facilitate the elicitation of their preferences.
Section II-C presented the CLEs as linguistic expressions close
to the common language of human beings, especially in DM
problems, and that are able to model the hesitancy of the experts.
For this reason, for the proposed CW approach, CLEs will
be used to represent the linguistic input. Furthermore, ELICIT
information previously computed can also be incorporated in
the input of the CW approach.

2) Translation: For our proposal, the translation process con-
sists of transforming the initial CLEs and ELICIT expressions
into fuzzy numbers. Such transformations are carried out in dif-
ferent ways depending of the type of expression, CLE or ELICIT.
CLE:s are transformed into fuzzy numbers by computing their
Jfuzzy envelopes (See Eq. (2)). Fuzzy envelopes are obtained by
means of the aggregation of the linguistic terms that belong to the
representative HFLTS of each CLE by using the OWA operator.

Remark 4: Note that the way to compute fuzzy envelopes is
a key in our proposal. The OWA operator behavior regarding
the importance of the linguistic terms belonging to a HFLTS
determines the shape of the fuzzy envelopes and, consequently,
the amount of information that fuzzy envelopes preserve. For
our proposal, the more information is kept, the more accurate
the results are. Such behavior is directly related to the orness
measure of the OWA operator, thus, the orness measure plays
at the same time a pivotal role in our proposal. For this reason,
Appendix C introduces several necessary conditions regarding
orness measure for preserving as much information as possible
in the fuzzy envelopes computation.

On the other hand, the transformation of ELICIT information
into flllZZy numbers is carried out by means of a function, noted
as (.

Definition 8: Let x. be an ELICIT expression and
T(a,b,c,d) a trapezoidal fuzzy number. The function (! is
defined as

¢'izg — T(a,b,c,d). (3)
Such that, from an ELICIT expression, it returns its equivalent
trapezoidal fuzzy number.

The adjustment ~ of the ELICIT expression, plays a key
role in (!, since this parameter is used to obtain the points
that define the corresponding fuzzy number, by preserving as
much information as possible in the fuzzy representation of
the ELICIT information (the adjustment computation for each
ELICIT expression is introduced in Section III-B4 and further
detailed in Appendix D). Depending on the ELICIT expression,
the (! function is defined in different ways.
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1) At least expression: The function ¢~ for an ELICIT ex-
pression whose relation is “at least” is defined as follows.
Proposition 1: Let at least (s;,«)” be an ELICIT ex-
pression and Tgpicir(a,’ b, 1,1) the fuzzy envelope of
such ELICIT expression. There is a function ¢ !

¢ (at least (s;,)7) = T(a,b,1,1)
a=ad +~
b=, (4)

2) At most expression: The function ¢! for an ELICIT ex-
pression whose relation is “at most” is defined as follows.
Proposition 2: Let at most (s;, «)” be an ELICIT ex-
pression and Tgpicrr(0,0,¢,”d’) the fuzzy envelope of
such ELICIT expression. There is a function !

¢ '(at most (s;,)7) = T(0,0,c,d)

/
c=2¢

d=d +n. (5)

3) Between expression: The function (~* for an ELICIT ex-

pression whose relation is “between” is defined as follows.

Proposition 3: Let between (s;, «1)” and (s;, ag)7

be an ELICIT expression and Tgpicrr(a,’ b, ¢, d’) the

fuzzy envelope of such ELICIT expression. There is a
function (!

¢ *(between (s;, ;1) and (s;,az2)) = T(a,b,c,d)

a=d+m

b=1"V

c=c

d=d + . (6)

3) Manipulation: The manipulation phase consists of carry-
ing out fuzzy arithmetic computations with the fuzzy envelopes
previously obtained, by resulting new fuzzy numbers noted as
B. The fuzzy arithmetic operations have to keep the fuzzy rep-
resentation to guarantee that the resulting fuzzy numbers S can
be represented in the initial fuzzy linguistic domain used in the
input and, subsequently, transformed into ELICIT information.

Rezvani and Molani [66] proved that, by means of the fuzzy
numbers shape function and « — cuts (see Appendix A), it is
possible to compute different arithmetic operations keeping the
fuzzy parametric representation (triangular or trapezoidal). This
section presents the addition and subtraction fuzzy operations
with ELICIT expressions represented by their envelopes.

Definition 9: LetT ;(a1,b1,c1,d1)and T5(az, b, c2, d2) be
two fuzzy envelopes modeled by two trapezoidal fuzzy numbers
(TrFNs). Suppose the normal shape functions of A, B as follows:

n
Xr — ay
b1 — a1 ’

1, when z € [by, ¢1]

Hi = dy —z n
dl—Cl ’

0, otherwise

when z € [a1,by)

when z € (¢1,d4]
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when x € [ag, ba)

, when x € [be, co]

when z € (ca, do)

, otherwise.

ANnd suEposing Aa, Ba are the o — cuts (see Definition 22)
of A and B, respectively

Aa = [al —&—a””(bl — a1>7d1 — al/”(dl — Cl>]
Ba = [GQ +al/”(b2 — aa),dg —El/"(dg — Cg)}.

It should be noted that, in our proposal, the computational
processes deal with normal and complete TrFN, hence n =1
anda = 1.

Definition 10. (see [66]): The addition of two fuzzy en-
velopes modeled by two TrFNs A, B can be defined with a
shape function 15, 5 as

(x — (a1 + a2))"
(b1 +b2) — (a1 +a2)’
1, by +by<x<ci+e

((di +d2) —x)"
(di +da) = (c1+c2)’
0, otherwise.

a1 +az <x <b +by

cat+c<ze<d +do

Definition 11. (see [66]): The subtraction of two fuzzy en-

velopes modeled by two TrFNs A, B can be defined with a
shape function 1 ;_ 5 as

(x — (a1 —d2))"
(b — a1 +dy —¢2)’
1, by —ca<ax < — by

((dy —az) —x)"
(di —c1+ by —az)’
0, otherwise.

a1 —dy <x<b —c

c1—by<zx<d —a

Example 4: Let T4(0.2,0.33,0.45,0.5) and T5(0.15,0.2,
0.3,0.4) be two fuzzy envelopes modeled by two TrFNs, the
normal shape functions p 5, 5 and p ;g are defined, respec-
tively, as

(z —0.35)"
Y 035<2<0.53
0.18 =T
1, 0.53 <2 <0.75
MAJrB = (0 9 _— .’L‘)"
—— 0755<x2<09
0.15 =T
0, otherwise
(z —0.35)"
— —02<z<0.
018 , 0.2<2<0.03
1, 0.03 <z<0.25
Fi-B=9 (0.9 - 2)"
~—— 7 025<2<0.35
0.15 =T
0, otherwise.
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l RETRANSLATION PROCESS—|

[| [ 2-tuple term

B dentify relation y computation ELICIT
T computation T LY

Fig. 9.  Steps to build ELICIT expressions.

Remark 5: Note that Appendix A introduces the necessary
fuzzy concepts.

4) Retranslation: Last but not least, the resulting fuzzy num-
bers 3 are transformed into ELICIT expressions in the retransla-
tion process. This section explains in further detail the necessary
steps to build ELICIT expressions from the results obtained by
fuzzy computations on CLEs and ELICIT expressions, graphi-
cally represented in Fig. 9.

Starting from a fuzzy number 3, the different steps to build
an ELICIT expression are:

1) Identify the relation: Regarding Definition 7, the possible

relations for ELICIT expressions are “at least,” “at most,”
and “between”. The relation is determined by the fuzzy
number [ and the ¢ function, defined as follows.

Definition 12: Let S = {s¢,...,s,} be a set of lin-

guistic terms and 3 a fuzzy number. The function ( is

given by
C(B) = Tel,
Zo = at least (s;, ) if 8= T(a,b,1,1)
T = at most (s;, )Y if 5 = T(0,0, ¢, d)
where

xel = between (s;, 1) and (s;, ap)??

if 3 =T(a,b,c,d).

Henceforth, for sake of clarity, it is assumed that the
ELICIT expression is composed by a “between” rela-
tion, others are analogously developed in Appendix D.
Thus, according to Definition 12, for a “between” relation
the fuzzy number /3 is represented by 5 = T'(a, b, ¢, d)
and consequently, the ELICIT expression is “between
(Si, Oél)’y1 and (Sj, 042)72”.

2) 2-tuple linguistic terms computation: The ELICIT ex-
pression with the relation “between” is composed by two
continuous primary terms (s;, ;)" and (s;, a)7?. The
process of obtaining the terms is divided into different
steps.

a) Compute linguistic terms (see Fig. 10): To select
the linguistic terms s, and s; € S,4,j € {0,...g},
whose distance between the coordinates = of their
respective centroids [67], 7; and T, and the points

b and ¢ belonging to /3 is minimal
izarg}fnin\b—fm, h € {0,...,q}
j= arg;nin\c—fﬂ, h e {0,....,9}. (D
When this process finishes, the ELICIT expression
so far is “between (s;,?)” and (s;,?)"”.

b) Compute symbolic translations (see Fig. 11): Ac-
cording to [20], [68], 1/2g represents the distance
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Fig. 10.  Select linguistic terms.

selected terms
A

b
symbolic
translation

Fig. 11.

Symbolic translation.

equivalent to a symbolic translation equal to 0.5 in
S, where g + 1 is the cardinality of S

a;=g-(b—7;) a; €[-0.5,0.5)

as =g-(c—T;) az € [-0.5,0.5).  (8)

When this process finishes, the ELICIT expression
so far is “between (s;, a1)” and (s;, az2)"”.

3) Compute adjustments: The adjustment is an additional pa-
rameter included in the ELICIT expression, which allows
to keep information related to the fuzzy number 3. This
parameter will be used to obtain the fuzzy number [ from
an ELICIT expression by using its inverse function, ¢!
(see Section III-B2), preserving as much information as
possible in the fuzzy representation and facilitating that
accurate computations can be carried out in the manipula-
tion phase. The steps to compute the adjustments for the
ELICIT expression are as follows.

a) Compute HFLTS (see Fig. 12): The HFLTS of an
ELICIT expression whose relation is “between”
would be composed by

EEL[C[T(thWCen (Si, a) and (Sj, a)) = {8k|(8i, a)
and (s;, ) and s; < s, < s; where s, € S}

b) Compute fuzzy envelope (see Fig. 13): Applying (2),

the fuzzy envelope of the computed HFLTS is

noted as TgLicir = T'(a,' b, ¢,/ d). To compute &

and ¢/, different weights for the linguistic terms,
which compose the previous HFLTS are assigned
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(su) sc (s )

HFLTS

I\
ELICIT
linguistic terms

Fig. 12.

4 \
ELICIT
fuzzy envelope

Fig. 13.

Fuzzy envelope in “between” expression.

(sivy) (s), v)

/ \
ELicIT
fuzzy envelope

Fig. 14. 1 and 2 in “between” expression.

by using a parameter noted as € and introduced in
Appendix C. Specifically, to compute ¥', the value
of €1 will be equal to 0 and to compute ¢, the value
of €5 will be equal to 1. These values are provided
to preserve as much information as possible in the
ELICIT expressions for CW processes.

¢) Compute adjustments v, and s (see Fig. 14): The
adjustments y; and ~y» are determined by the subtrac-
tion between the points a and d of 8 = T'(a, b, ¢, d)

and the points o' and d’ of Tgcrr(a,’ b, ¢, d'), so
that

7 =a—a €[0,1] ©
Yo = d— d/’72 S [07 1]

When this process finishes, the ELICIT expression is
completed “between (s;, a1)?" and (s;, a2)7?”.

sion and S = {so,.
operator is defined as
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C. ELICIT Computational Model

This section introduces basic operations to accomplish the
processes of CW with ELICIT information.

1) Comparison Operator: This section introduces a compar-
ison operator for ELICIT information. The comparison among
ELICIT expressions is carried out from their respective fuzzy
envelopes. Therefore, in order to compare ELICIT expressions,
amethod for ranking fuzzy numbers is applied. There are several
proposals that allow to rank fuzzy numbers [69]-[72] but, the
method presented by Abbasbandy and Hajjari in [69] stands out,
since it is far simpler and easier than other proposals. According
to such a method, the ordering of ELICIT expressions is carried
out by raking their respective fuzzy numbers /3 by using the
concept of magnitude.

Definition 13: Let x.; and z¢o be two ELICIT expres-
sions, 1 and (35 their equivalent fuzzy numbers obtained from
¢ H(wer) and (1 (we2) are as follows:

1) Mag(f1) > Mag(B2) <= b1 > f;

2) Mag(@l) < Mag(ﬂ}) <~ @1 < @2;

3) Mag(B1) = Mag(B2) <= B1 ~ [a;

where Mag(3) is the magnitude of the fuzzy number [.

Remark 6: Note that Appendix E related to ranking of fuzzy
numbers and magnitude concept has been introduced for a

better understanding of the comparison operator for ELICIT
information.

2) Negation Operator: The concept of negation is also essen-
tial to deal with linguistic information. Therefore, its definition
is relevant for dealing with ELICIT information. Depending on
the linguistic expression, several negation operators are defined.

Definition 14: Let “at least (s;, «)?” be an ELICIT expres-

sion and S = {s¢,...s,} a linguistic term set, the negation
operator is defined as:

Neg(at least (s;,)?) = at most A(g — (A7 (s4,a)))”.

Definition 15: Let “at most (s;, «)?” be an ELICIT expres-
..sg} a linguistic term set, the negation

Neg(at most (s;,)?) = at least A(g — (A (54, a)))”.

Definition 16: Let “between (s;, a1)? and (s;, a2)72” be an

ELICIT expression and S = {so,...s,} a linguistic term set,
the negation operator is defined as

Neg(between (s;, 1) and (s;, az)7?)
= between A(g — (A ' (si, 1)) and
A(g — (A7 (55, 02))).

3) Aggregation Operators: The aggregation of multiple val-

ues into a single one is an essential process for any discipline
based on the data processing, for instance DM. The aggregation
process for ELICIT expressions is accomplished by using the
fuzzy numbers 3 obtained from the function ( ~! of each expres-

sion. The operations carried out with the 5 fuzzy numbers are
based on the fuzzy arithmetic operations (see Section III-B3)
defined by Rezvani and Molani [66]. Such fuzzy operations
allow to keep the fuzzy representation and obtain new [ fuzzy
numbers that can be again transformed into ELICIT expressions.
A general aggregation operator is defined as follows.

Authorized licensed use limited to: Universidad de Jaen. Downloaded on February 03,2021 at 12:49:11 UTC from IEEE Xplore. Restrictions apply.



ROMERO et al.: COMPUTING WITH COMPARATIVE LINGUISTIC EXPRESSIONS AND SYMBOLIC TRANSLATION FOR DM

TABLE I
ENVELOPES OF HFLTS
Criterion
Expert | Alternative c1 co c3

a T(0.67, 0.83, 1) T(0.33, 0.5, 0.67, 0.83) T(0.83, 1, 1)
as T(0.33, 0.5, 0.67) T(0.67, 0.83, 1) T(0.5, 0.67, 1, 1)
€l as T(0.33, 0.5, 0.67) T(0.17, 0.33, 0.5) T(0.17, 0.33, 0.5)

aq T(0.67, 0.83, 1) T(0.67, 0.83, 1, 1) T(0.83, 1, 1)
ay T(0.33, 0.5, 0.67) T(0, 0, 0.33, 0.5) T(0.5, 0.67, 0.83)
. az T(0.67, 0.83, 1) T(0.83, 1, 1) T(0.5, 0.67, 1, 1)
2 as T(0, 0.17, 0.33) T(0, 0.17, 0.33) T(0, 0, 0.33, 0.5)
ay T(0.5, 0.67, 0.83) T(0.17, 0.33, 0.5) T(0.33, 0.5, 0.67)
a T(0.83, 1, 1) T(0.5, 0.67, 0.83, 1) T(0.5, 0.67, 1, 1)
az T(0.17, 0.33, 0.5) T(0.5, 0.67, 0.83) T(0.33, 0.5, 0.67)
€3 as T(0, 0.17, 0.33) T(0, 0, 0.17, 0.33) T(0, 0.17, 0.33)
a4 T(0.5, 0.67, 0.83) T(0.17, 0.33, 0.5) T(0.17, 0.33, 0.5)

Definition 17: Let {xe1, ..., Ze} be a set of ELICIT ex-
pressions and {1, ..., 5x} their equivalent fuzzy numbers ob-
tained from {¢!(ze1),..., ¢ H(zex)}, a fuzzy aggregation
operator F' is defined as
(10)

F(Bi,....Br) =B =T(a,b,c,d) = zq.

IV. CASE STUDY

This section presents a case study to show the usefulness
of the proposed fuzzy linguistic representation model. First,
a LDM problem is described. Afterwards, the LDM problem
is solved by means of the ELICIT CW approach. Finally, the
results are compared with another CW approach [20] to show
the advantages of the proposal.

A. Definition of DM Problem

Let us suppose a prestigious university that wants
to hire a Ph.D. student among four possible candidates
X ={a1,as,as3,a4}. The final decision is made for a group of
three renowned professors £ = {e1, e2, e3} who have to eval-
uate the candidates according to three criteria C' = {cy, ¢2, c3},
which are, respectively: communication skills, research experi-
ence, and academic record.

B. Resolution of DM Problem

In order to solve the DM problem, the ELICIT CW approach
is applied. This section is divided into several sections that
describes the different processes carried out in such approach
(see Fig. 8).

1) Linguistic Input and Output: Due to the DM problem
implies uncertainty and imprecision, the set of criteria will
be evaluated by means of linguistic information. The experts
provide their preferences through a linguistic domain based on
such knowledge composed by 7 labels, S7; = {Horrible (H),
Very bad (VB), Bad (B), Medium (M), Good (G), Very good
(VG), Excellent (E)} (see Fig. 1), by using CLEs and single
linguistic terms. For the sake of space, the preferences have
been included as a supplementary material document, which is
available online!.

2) Translation: The experts’ preferences are transformed
into fuzzy numbers by computing their fuzzy envelopes, which
are shown in Table I.

![Online].  Available:
phdStudentSelection.pdf

https://sinbad2.ujaen.es/flintstones/en/study-cases/
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TABLE II
RESULTING 3 FuzZY NUMBERS

Alternative IE]
ai T(0.5, 0.65, 0.76, 0.88)
as T(0.5, 0.67, 0.75, 0.86)
as T(0.08, 0.21, 0.26, 0.43)
a4 T(0.45, 0.62, 0.63, 0.76)
aj a

0 0.17 0.33 0.5 0.67 0.83 10 0.17 0.33 0.5 0.67 0.83 1
a3 ay

0.17 0.33 0.5 0.67 0.83 0.17 033 0.5 0.67 0.83

Fig. 15. 3 fuzzy representation for each alternative.

TABLE III
RESULTING ELICIT EXPRESSIONS
Alternative ELICIT
ai Between(Good, —0.11)0-98 and (Very good, —0.44)~0-056
as Between(Good, 0)° and (Good, 0.44) 0055
as Between(Very bad,0.22)°937 and (Bad, —0.44)~0-001
a4 Between(Good, —0.33)~%-991 and (Good, —0.22) 0037

3) Manipulation: The fuzzy envelopes are aggregated by
using an aggregation operator to obtain a collective value for
each alternative (see Fig. 2). As it was aforementioned in
Section III-B3, the fuzzy arithmetic operations carried out have
to keep the fuzzy representation to guarantee that the resulting
fuzzy numbers /3 can be represented. For sake of simplicity and
without losing generality the aggregation operator used in this
case study is the fuzzy arithmetic mean.

Definition 18: Let {A;, ..., A,} be a set of fuzzy numbers,
the fuzzy arithmetic mean 7 is computed as

1

n

E{Al,...,An} ('U’A1+x‘~12+...+ﬁn)' (11D

The results of the aggregation process are showed in Table II
and graphically represented in Fig. 15.

4) Retranslation: The resulting [ are transformed into
ELICIT expressions following the scheme represented in Fig. 9
(see Table III). In this way, the ELICIT model, on the contrary
of others representation models (see Section II-D), provides
linguistic results easily interpretable represented by ELICIT
information, which is closer to the way of thinking of human
beings and facilitates the understanding of the results by decision
makers. Furthermore, the use of symbolic translation in ELICIT
information guarantees that the linguistic computations have
been carried out in a continuous domain, which means that the
results have been obtained without any kind of approximation.
Consequently, the results are more precise and reliable.

To conclude, the ranking of alternatives is obtained as solution
of the problem and shown in Table I'V. To do so, the approach
introduced by Abbasbandy and Hajjari is used (see Appendix E).
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TABLE IV
RANKING OF ALTERNATIVES

Alternative | Ranking
a1 1
as 2
as 4
aq 3
TABLE V

RESULTING 2-TUPLE LINGUISTIC VALUES

Alternative 2-tuple Ranking
ai (Good, 0.14) 2
a2 (Good, 0.16) 1
as (Very bad,0.42) 4
as (Good, —0.33) 3

Remark 7: Note that the function f(r) defined to compute
the ranking in this proposal is f(r) = r.

Thus, the best Ph.D. student to hire among the four possible
candidates is aj.

C. Comparison With Previous Models

Previous section reveals the advantages of the ELICIT lin-
guistic model: fuzzy linguistic representation in a continuous
domain, precision in CW processes and improved interpretabil-
ity in the results. However, it would be convenient to compare
such results with another proposed CW scheme to stand out
the features that make this model innovative. To do this, we
propose a CW approach introduced in [20]. This approach has
been selected because it presents a CW scheme similar to our
proposal. The experts can provide their preferences by using
CLEs and the CW processes are carried out by transforming
the initial linguistic preferences into fuzzy envelopes and finally
transformed into 2-tuple linguistic values. The results of apply-
ing this approach to the case study are shown in Table V.

Remark 8: Note that to obtain the aggregated results for each
alternative the arithmetic mean aggregation operator has been
used.

Notice that the approaches provide different rankings of alter-
natives, whereas ELICIT linguistic model chooses a; as the best
solution of the problem, the 2-tuple based approach [20] selects
as. However, the former provides results with a greater amount
of information that leads to a greater level of discrimination and,
hence, greater accuracy, so it can be guaranteed that the solution
provided by the ELICIT linguistic model is more precise and
robust. To show the latter, a sensitive analysis will be carried
out. In this case, one aspect of sensitive analysis is conducted:
the analysis about the criteria weight evolution.

The previous results obtained from both approaches have been
computed by considering the same weights for all the criteria
(0.333) in which the sum of such weights have to be equal to 1.
To carry out the sensitive analysis, such weights are modified.
Fig. 16 shows the changes that have to take place in the criteria
weights (x-axis) for two alternatives to exchange their positions
according to the final ranking provided by the CW approach
presented in [20] and ELICIT CW approach. Note that, for the
former, the pair of alternatives a; — ao exchange their positions
in the final ranking with slight changes (—0.067, 0.04, and
—0.142) in the weights of the criteria. Concretely, c5 is the most
critical criterion, since with the slightest variation of its weight
(0.04), there is a change in the ranking among the alternatives

IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 28, NO. 10, OCTOBER 2020

2-tuple ELICIT

C1

C3
Fig. 16.  Sensitive analysis for weights’ evolution.

a1 and ag, that happens when the weight of ¢z is equal to 0.293
(0.333—0.04), being the weights of the remaining two 0.3535.
There are also possible changes in the ranking with the pair of
alternatives ao — a4 for the criteria ¢; and ¢y but, in this case,
the changes have to be more significant (—0.552 and 0.281).
For the rest of the cases, the sensitive analysis provides non
feasible solutions (lines never intersect in Fig. 16). Therefore,
according to the sensitive analysis, the results obtained from the
CW approach proposed in [20] are not enough robust since, by
applying slight changes in the criteria weights, the final ranking
is modified.

On the other hand, Fig. 16 shows that the weights evolution
of the criteria does not imply any exchange in any pair of
alternatives for the ELICIT CW approach, since for all the cases,
sensitive analysis provides non feasible solutions. Therefore, the
solution provided by the ELICIT CW approach is more robust
than the previous one, since the final ranking remains unchanged
for any variation of the criteria weights. Such robustness is
determined by the ELICIT expressions, that represent more
amount of information and allow to obtain more precise results
and with a greater level of discrimination.

To conclude, ELICIT CW approach does not only provides
more robust and precise results but, in addition, these are repre-
sented by ELICIT expressions, which are not limited by single
linguistic terms as in the 2-tuple linguistic values and are closer
to the linguistic structures used by human beings.

V. CONCLUSION

In this article, we have presented a new fuzzy linguistic rep-
resentation model, which represents the linguistic information
by means of ELICIT information, an extension of CLEs that
takes advantage of the concept of symbolic translation used
by the 2-tuple linguistic model. Such expressions are gener-
ated by a context-free grammar and composed by the relation
of continuous primary terms represented by 2-tuple linguistic
values. This novel approach has not lost of information when
CW processes are applied since information is managed as a
continuous range instead of a discrete one and provides linguistic
results represented by ELICIT expressions close to the common
language used by human beings. This new representation model
has been applied in a DM problem and lately compared with
another model to show its validity and advantages.
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To conclude, as future research, we will study the use of the
ELICIT linguistic representation in multigranulariy and com-
bination of linguistic-numerical information contexts and the
proposal of new aggregation operators for ELICIT information.
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ABSTRACT

In recent times, to improve the interpretability and accuracy of computing with words processes, a rich linguistic representation
model has been developed and referred to as Extended Comparative Linguistic Expressions with Symbolic Translation (ELICIT).
This model extends the definition of the comparative linguistic expressions into a continuous domain due to the use of the
symbolic translation concept related to the 2-tuple linguistic model. The aggregation of ELICIT information via a suitable rule
that reflects the underlying interrelation among the aggregated information in output is the key tool to design decision-making
algorithm for solving multi-attribute decision-making problems under linguistic information. In this study, we introduce three
aggregation operators for aggregating ELICIT information in aim of capturing three different types of interrelationship patterns
among inputs, which we refer to as ELICIT Bonferroni mean, ELICIT extended Bonferroni mean and ELICIT partitioned Bon-
ferroni mean. Further, the key aggregation properties of these proposed operators are investigated with the proposal of weighted
forms. Based on the proposed aggregation operators, an approach for solving multi-attribute decision-making problems, in
which attributes are interrelated is developed. Finally, a didactic example is presented to illustrate the working of the proposal

and demonstrate its feasibility.

1. INTRODUCTION

With the growing complexity of the socio-economic environment,
it is quite common to prevail the uncertainty and vagueness in
the decision-making process, in particular, the situations, where
human judgments/assessments/perceptions are inevitable to reach
a final decision over a set of alternatives [1]. The emergence of
such scenarios involving human cognition leads us to use lin-
guistic information based on the fuzzy linguistic approach [2] to
effectively manage uncertainty in such decision-making processes.
The fuzzy linguistic approach uses fuzzy set theory [3] to manage
uncertainty and model linguistic information by using linguistic
variables described by Zadeh [2] as “A variable whose values are
not numbers but words or sentences in a natural or artificial lan-
guage.” A linguistic variable is characterized by a syntactic value
or label and a semantic value. Whereas the label is a word that
belongs to a set of linguistic terms, semantics is provided by a
fuzzy set in a discourse universe. Over the years, the fuzzy linguis-
tic approach has been applied successfully in solving many practi-
cal multi-attribute decision-making (MADM) problems from the
different domains [1,4] and many linguistic computational mod-
els have been put forwarded to improve and enhance the informa-
tion modeling and computation process capability of the Zadeh’s

) Corresponding author. Email: alabella@ujaen.es

© 2019 The Authors. Published by Atlantis Press SARL.
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approach [2]. They can be broadly classified into two distinct cate-
gories: symbolic computational models [5-7] and semantic-based
computational models [8]. In terms of simplicity and interpretabil-
ity, symbolic models stand out semantic models. The symbolic
models have evolved enormously over the years. The first proposals
[4,9,10] made use of single linguistic variables, for instance, good,
horrible, very bad, perfect, to provide the decision makers’ prefer-
ences and carried out the linguistic computations. Among these
symbolic models, 2-tuple linguistic computational model [4,5],
which enhanced the interpretability of the fuzzy linguistic approach
by introducing the concept of symbolic translation, has got wide
speared acceptance among the community and successfully applied
in solving the MADM problems [11,12]. However, in spite of many
of these approaches have been applied successfully in decision-
making problems, the modeling of linguistic information is limited
when experts provide their preferences by using just single terms.
To overcome this drawback, several proposals that obtain richer lin-
guistic expressions than single linguistic terms have been proposed
[13]. One of the most outstanding proposals is the so-called Hes-
itant Fuzzy Linguistic Term Sets (HFLTSs) [14], which were intro-
duced to model the hesitancy of the experts when they doubt among
several linguistic terms at the same time. HFLTSs are also based
on the fuzzy linguistic approach that will serve as bases to increase
the flexibility of the elicitation of linguistic information. An exam-
ple of HFLTS might be {good, very good, excellent}. Furthermore,
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several decision-making proposals have been put forwarded in the
literature [15]. Although HFLTS can be directly used by the experts
to elicit several linguistic values for a linguistic variable, they are
not close to the way of expressing opinions used by human beings.
For this reason, Rodriguez et al. [14,16] proposed a formalization
process to generate linguistic expressions close to the common lan-
guage used by human beings in decision-making problems. Such
expressions, so-called comparative linguistic expressions (CLEs), are
based on HFLTSs and model the decision maker’s hesitancy by
means of the use of context-free grammars. An example of CLEs
might be between good and very good, at most bad, at least medium,
etc. Several decision-making models in CLEs environment have
been proposed by adopting different computational approaches
[17-20]. Up to this point, the CLEs are the closest to the way of
thinking of the decision makers but the interpretability of the results
in the existing computational approaches and information loss in
the linguistic computations are the two key concerns that restrict
their use as a decision tool under uncertainty. For this reason, in
recent times, Labella et al. [21] proposed a new fuzzy linguistic rep-
resentation for CLEs, which they referred as Extended Comparative
LInguistiC Expressions with Symbollc Translation (ELICIT) infor-
mation. This representation takes advantage of the main character-
istic of the CLEs, their interpretability, and improves the precision
of the results by extending the representation of CLEs generated
by a context-free grammar into a continuous domain to perform
computing with words (CW) processes without any kind of approx-
imation. In this way, the proposed ELICIT computational model

overcomes the drawbacks of the earlier proposals. Some exam-
0.12
)" and

, at most (bad, 0)0, at least (medium, —0.1)0'11,

ples of ELICIT information might be between (good, 0.23

(very good, 0.1)0'3

etc.

In the same way that representing information in the decision pro-
cess is key, the aggregation of such information, which comes from
different sources via a suitable rule (aggregation operator), plays
also a pivotal role in decision-making process by combining several
pieces of information into a single information, which represents
overall overview [22]. In the context of MADM, aggregation oper-
ators are generally used to find overall performance of the alterna-
tives from their performances against the predefined set of criteria.
The need of modeling specific interaction among the attributes and
computational formalization with different types of linguistic infor-
mation to conduct decision-making process under specific linguis-
tic environment were the cornerstone behind the development of
several classes of aggregation operators in MADM context.

In this vein, to aggregate interrelated linguistic information repre-
sented by 2-tuple linguistic information, several 2-tuple linguistic
aggregation operators have been proposed in the literature [4,23-
27]. On the other hand, to fuse linguistic information, expressed
by HFLTSs, many aggregation operators have been developed con-
sidering the nature of the interaction (independent/interrelated)
among the aggregated HFLTSs [28-33]. Despite many success-
ful uses of the hesitant fuzzy linguistic computational model in
decision-making, it has limitations in modeling complex linguis-
tic expressions by HFLTS [34] and can be overcome with the
capability of ELICIT expression. The use of ELICIT informa-
tion in the decision-making makes it necessary to consider the
issue of aggregation of ELICIT information. In this view, Labella
et al. [21] defined an aggregation operator, which we can refer to

as ELICIT arithmetic mean, to aggregate ELICIT expressions in
the decision-making process. However, the proposed aggregation
operator does not consider the interrelationship among the aggre-
gated ELICIT expressions that are connected with the underlying
interrelationship structure of associated concepts/objects, like the
attributes’ interrelationship and the corresponding ratings. Further,
considering the importance/weights of the inputs in the aggrega-
tion process is vital to take into account in many decision-making
processes and that have not been considered by Labella et al. [21].
Therefore, in spite of ELICIT information advantages, there is an
evident lack of proposals about ELICIT aggregation operators that
consider the interrelation among the ELICIT expressions and their
importance in the aggregation process. For this reason, this study
aims:

* Develop several aggregation operator to aggregate ELICIT
information by capturing different interrelationship patterns
(homogeneous, heterogeneous and partitioned structure)
among the aggregated arguments.

* Capture the homogeneous relationship among ELICIT
expressions by developing the ELICIT Bonferroni mean
(ELICITBM) operator.

* Reflect the heterogeneous interaction among the aggregated
ELICIT expressions by developing the ELICIT extended
Bonferroni mean (ELICITEBM) operator

 Capture the partitioned structured interrelationship among
aggregated ELICIT expressions by developing the ELICIT
partitioned Bonferroni mean (ELICITPBM) operator.

¢ Study the proposed aggregation operators properties and
weighted form to take into account weight information in the
aggregation process.

* Based on the proposed aggregation operators, present an
approach for solving MADM problems in which attributes
follow the different interrelationship patterns.

To this end, the paper is organized as follows. In Section 2, we
provide a brief primer of classical aggregation operator that cap-
tures interrelationship of among the aggregated arguments along
with fuzzy set theory. A brief overview of the ELICIT represen-
tation and computational model is also included in Section 2.
In Section 3, we develop three aggregation operators to fuse
the ELICIT information according to their underlying interrela-
tionship structures, namely, ELICITBM, ELICITEBM and ELIC-
ITPBM. The key properties of these operators are also studied along
with the weighted forms: ELICITWBM, weighted ELICITEBM
(ELICITWEBM) and WELICITPBM. In Section 4, an aggregation
operator-based approach to solving the MADM problems, in which
attributes are interrelated with different patterns is proposed. A
didactic example is presented in Section 5 to illustrate the work-
ing of our approach and feasibility. Finally concluding remarks are
made in Section 6.

2. PRELIMINARIES

In this section, we overlay the key concepts related to Bonfer-
roni mean (BM), arithmetic operational laws of fuzzy numbers
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and ELICIT information for easy understanding of our subsequent
proposals on aggregation of interrelated ELICIT information and
linguistic decision-making process.

2.1. Aggregation Operators for Interrelated
Information

In this section, we briefly introduce the BM and its variants, which
are capable of capturing different kinds of interrelationship patterns
among the aggregated information. We start by recalling the defi-
nition of the BM operator.

Definition 1. [35] Let pand g > 0, p + g > 0. For an input vector

a = (ay,ay,..,4,) € [0,1]", the BM can be defined as a mapping
BM: [0,1]" — [0, 1] and given by
1
ptq
1 n
— q
BMP,tZ (al,az,...,an) = m Z (11;11] (1)
hj=1
i#j

Although, BM was introduced by Bonferroni [35] in 1950, it is ana-
lyzed and interpreted in decision-making context by Yager [36].
Specifically, BM captures a homogeneous interrelationship pattern
among the inputs that every input a; € a is related to the rest of
the inputs of a. But in many real-life contexts, such homogeneous
connections among the inputs may not exist rather the inputs are
related to each other in a heterogeneously related fashion. To cap-
ture such heterogeneous connections among the inputs, Dutta et al.
[25] developed a new aggregation operator, which is referred to as
extended Bonferroni mean (EBM). Based on heterogeneous con-
nection among the inputs, they classified inputs a into two cate-
gories U and V, where every input of U is related to a subset of the
rest of the inputs, i.e., E; C a~{a;} and the inputs of V are not related
to each other. Having this interpretation of the heterogeneous inter-
relationship pattern, the rule for the EBM aggregation operator is
given by

Definition 2. [25] For any p > 0 and g > 0, the EBM operator of
dimension 7 is a mapping EBM: [0,1]" — [0, 1] such that

EBMp,q (al,a2a 7a3) (2)
)4

n- |I’|) 1 1 p+q
|5 (ze ()

1

P
Ir'| 7
4 (mze)

where I, is the set of indices of the elements of E;, I is the collection
indices of the inputs of V, |I’| denotes the cardinality of the set I’
and empty sum is zero by convention with % =0.

Partitioned Bonferroni mean (PBM) is another variant of BM,
which is capable of capturing partition structure interrelationship
pattern among the input set in the aggregation process and reflects

it in the aggregated value [24]. In the following, we provide a brief
description of the specific partition structure interrelationship pat-
tern and PBM operator.

Let a = (ay,4ay, ..., a,) be the collection of inputs, with a;’s being
non-negative real numbers. Suppose, on the basis of the interrela-
tionship pattern, the input set a is partitioned into d distinct classes
Py, P,, ..., P; such that P, N P = ¢foralli # j,i,j € {1,2,...,d},
U P, =aand|P]| > 2foralli = 1,2,..,d. We further assume
that the inputs of each P; are interrelated and there is no inter-
relationship among the inputs of any two partitions P; and P;
whenever i,j € {1,2,...,d} and i # j. With these assumptions and
notations, the PBM operator of the collection of inputs
(a1, ay, ..., a,) is defined as follows:

Definition 3. [24] For p,q > 0 with p + g > 0, the PBM operator
is a mapping PBM: [0, 1]" — [0, 1] such that

\ 3)

where |P,| denotes cardinality of P,.

It is evident from the Definitions 1 and 3 that BM is a special case
PBM when all the inputs belong to same class [24]. To establish
more concrete link between BM and PBM, we can write Eq. (3) as
follows:

PBMp,q (a15 Az, .. an) (4)
1
ptq
1 i’: Z P
= = _— .a.
k= |P|(|P|— 1) &
,JEP,
i#j
1 d
= =Y BM, (@ € P)
r=1
where,
1
ptq
BM, (a; € P,) = 1 >, da
r 1 r i i
|Pr|(lpr|_1) ijep, H
i#j

and (a; € P,) denotes the set of inputs belongs to the partition P,.
With the help of Eq. (4), we can interpret PBM as arithmetic aver-
age of BM over different partition of the given input set. Therefore,
one can compute the aggregated value of an input set by PBM via
computing BM over different partitions.
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2.2. Arithmetic Operations of Fuzzy
Numbers

In this section, key concepts associated with the fuzzy numbers and
their operational laws are briefly described. We start by recalling the
definition of a fuzzy set, which is well known to model the concept
that does not possess the sharp boundaries. Throughout this article,
we will restrict ourselves to the class of fuzzy sets over the universe
of discourse X which is a subset of the set of real numbers R.

Definition 4. [3] A fuzzy set A over the universe of discourse
X is characterized by a membership function, which associates
every element of x € X to a real number from the interval [0, 1] and
denoted as

Ui X = [0,1] (5)

A fuzzy set A can also be defined with help of ordered pairs of
generic element x € X and the corresponding membership degree
(17 (x)) and represented as

A = {(x, uz (x)) |x € X} (6)

Definition 5. [3] The support of the fuzzy set A over the universe
of discourse X is the set of all elements x € X, such that, the mem-
bership degree is greater than 0, i.e.,

Supp (A) = {x € X|uz (x) > 0}. (7)

Definition 6. [37] A fuzzy set A is said to be normal if there exists
axy € X such that pjz (xo) = 1.

Definition 7. [37] A fuzzy set A over a convex universe of discourse
X is said to be convex if

pa (Ax+ (1 -2)y) > min{u, (0, us (y)},

forall x,y € supp (A) and 1 € [0, 1].

Definition 8. [37] A fuzzy number A over the universe of discourse
X C R is a special fuzzy set, which is convex and normal.

As a fuzzy set is completely characterized by its membership func-
tion, we can say the membership functions are synonyms of the
fuzzy sets. Although any function f: X — [0, 1] can serve as a mem-
bership function, in practice trapezoidal and triangular member-
ship functions are widely used to quantify the fuzzy meaning of the
linguistic terms used by the decision maker to express their opin-
ions in natural language.

Definition 9. A trapezoidal fuzzy number (TrFN) A = (a, b, ¢, d)
with four parameters a,b,¢,d(a < b < ¢ < d) is a fuzzy subset of
the real line R and described by its membership function uj as
follows:

x-a if a<x<b
b-a
1 if b<x<c
Ha(x) =1 (8)
d_x if c<x<d
d-c
0, otherwise
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Definition 10. A triangular fuzzy number (TFN) A = (a, b, c) with
three parameters a, b, c (a < b < ¢) is a fuzzy subset of the real line
R and described by its membership function u; as follows:

x-a if a<x<b

b-a

1 if x=b> ©)
Ha(x)=19,._ 9

& if b<x<c

c-b

0, otherwise

The obvious motivations behind the use of trapezoidal and TFNs
come from the simplicity of the membership functions and their
characterization requires reasonably limited information about the
linguistic term [38,39]. For example, when a triangular A =(a,b,0)
is used to quantify a linguistic term, the triplet (g, b, ¢) represents
the lower, most likely and upper values of that linguistic term with
varied membership degree, described via membership function

Hi ().

The fuzzy arithmetic operational laws allow us to facilitate the
computation over linguistic information. There are several ways to
derive the arithmetic operational laws of the fuzzy numbers based
on the Zadeh’s extension principle [37]. As in the ELICIT com-
putational model [21] the meaning of the primary linguistic term
sets are represented by using TFNs or TrFNs, we restrict ourselves
on fuzzy arithmetic operational laws, which preserve the shape of
the original fuzzy numbers. In this view, we adopt Chen’s func-
tion principle based arithmetic operational laws, which is given as
follows [40]:

Definition 11. Let A = (ay, by, c;,d;) and B = (ay, by, c5, d3) be
the two positive TrFNs. Following Chen’s function Then arithmetic
operations between A and B can be defined as follows:

* Addition: A @ B = (a1 + ap, bl + bz, (5] + Co, dl + dz)
» Multiplication: A ® B = (ayay, b1b,, ¢1¢5, d1d3)
s Scalar multiplication: rA = (ray, rby,rc;), 7> 0

+ Exponent: A" = (a;, b;, c;), r> 0.

Note that the function principle based arithmetic laws differ from
extension principle-based arithmetic laws in multiplication opera-
tion as the former approximate resultant fuzzy number shape. Fur-
ther, one may observe that with the increment of the number of
aggregated fuzzy numbers in the aggregation process, the difference
between function principle based aggregation and extension princi-
ple based aggregation results diminishes.

2.3. ELICIT Information

Despite the evolution of the symbolic approaches over the time
[4,14,16], there exists several drawbacks in terms of interpretability
and/or accuracy. ELICIT information allows us to keep the inter-
pretability and precision of the results in MADM problems under
linguistic environments thanks to the extension of CLEs into a con-
tinuous domain. To carry out such extension, the ELICIT expres-
sions are generated by means of a context-free grammar by using the
symbolic translation concept used by the 2-tuple linguistic model.
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Definition 12. [21] Let Gy be a context-free grammar and § =
{50, ,sg} a linguistic term set. The elements of Gy; = (Viy, Vr, I, P)
are defined as follows.

V= {(continaous primary term) R (composite term) ,
(unary relation) , (binary relation) , (conjunction)}

Vy= {at least, at most, between, and, (so,ot)y,... , (sg,ot)y}
IeVy

The production rules defined in an extended Backus-Naur Form
are:

pP= {I = (continuousprimary term) | (composite term)

composite term) o (unary relation)
(continuoasprimary term) | (binary relation)
(continaousprimary term) (conjunction)

(continuousprimary term)

(continuous primary term) ::= (sg, @) | (sy, )" | .. | (sg,oc)y

(anaryrelation) : 1= atleast|at most
(binaryrelation) ::= between
(conjunction) ::= and}

Therefore, the possible ELICIT expressions generated according to
the previous context-free grammar are: “at least (s;, @)'”, “at most

(s;»@)"” and “between (s;, at1)"* and (s;, otz)y2 ” (see Figure 1).

To obtain linguistic results represented by ELICIT information in
decision-making processes, a novel approach was introduced in
[21]. This approach starts from linguistic preferences provided by
the experts modeled by CLEs and/or ELICIT information. After-
ward, CLEs and ELICIT information are transformed into TrFNs.
Whereas the CLEs are transformed into TrFNs through the com-
putation of their fuzzy envelope [18], the transformation of the
ELICIT information into TrFNs is carried by means an inverse
function.

Definition 13. [21] Let EL; be an ELICIT expression and
T(a, b, c,d) a TrEN. The function ¢! is defined as:

¢YEL; - T(a,b,c,d) (10)

Such that, from an ELICIT expression, it returns its equivalent
TrFN.

S1 S2 S3 Sq S5 S6

0
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In this point, the adjustment, y, of the ELICIT expression plays a
key role. The adjustment is an additional parameter included in the
ELICIT expression, which will be used to obtain the respective fuzzy
number from an ELICIT expression by using its inverse function,
{1, preserving as much information as possible in the fuzzy repre-
sentation and facilitating accurate computations. Depending on the
ELICIT expression, the ¢! function is defined in different ways.

A. At least expression: The function ¢! for an ELICIT expression
whose relation is at least is defined as follows:
Definition 14. [21] Let at least (s;, &)’ be an ELICIT expres-
sionand Ty jerr (@', b, 1, 1) the fuzzy envelope of such ELICIT
expression. There is a function ¢
¢l (atleast (si,ot)y) =T(a,b,1,1)
a=a +y
b=1v
B. At most expression: The function ¢! for an ELICIT expression
whose relation is at most is defined as follows:
Definition 15. [21] Let at most (s;, a)! be an ELICIT expres-
sion and Ty ;cyr (0,0, ¢, d”) the fuzzy envelope of such ELICIT
expression. There is a function 1
¢l (at most (s;, ot)y) =T(0,0,c,d)
c=c
d=d +vy
C.  Between expression: The function ¢! for an ELICIT expression
whose relation is between is defined as follows:
Definition 16. [21] Let between (s;, ap)"* and (sj, otz)y2 be
an ELICIT expression and Tg; 7 (a’, b', ¢/, d”) the fuzzy enve-
lope of such ELICIT expression. There is a function ¢!
¢l (between (s;, 1) and (sj, otz)) =T(a,b,c,d)
a=ad + n
b=1"b
c=c
d= d’ + V23
Remark 1.

Appendix A.1 has been included in order to show the performance
of ¢! through a practical example.

0 0.167 0.333

At least (s4, 0.4)%9°

0.5 0.667 0.167 0.333

Figure 1 ELICIT information examples.

Between (s3, 0.12)%%%> and (ss, 0)%-02

0.833 1 0

0.5 0.5 0.833 1

At most (s,, 0.05)%°2

0.667
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Once the TrFNs are obtained, they are manipulated and aggregated
by means of fuzzy operations that keep the fuzzy parametric repre-
sentation of such TrFNs [41]. Finally, the resulting TrFNs, noted as
B, are retranslated into ELICIT information. This process consists
of several steps, which are briefly described below:

1. Identify relation: The relation of the ELICIT expression is
determined by the fuzzy number 8 and the { function, defined
in [21] as follows:

Definition 17. Let S = {so, s sg} be a set of linguistic terms

and f a fuzzy number. The function ¢ is given by Eq. (11) as
shown in the beginning of the next page.

For sake of space, it is assumed that the ELICIT expression is
composed by a “between” relation (see [21] for further detail
about the construction of other ELICIT expressions).

EL = at least (s, a) zf,g =T(a,b,1,1)

EL = at most (s;, o)’ zfﬁ~ =T(0,0,c,d)

¢ (B) = EL, where )yz

EL = between (s;, a1)!" and (s;, &,
if6 = T(a,b,c,d)
(11)

2. 2-tuple linguistic terms computation: The ELICIT expression
with the relation “between” is composed by two continuous pri-
mary terms (s;, o)’ and (sj, az)yz. The process of obtaining
such terms is divided into different steps:

(a) Compute linguistic terms: To select the linguistic terms s;
and s; € S,i,j € {O, ...g}, whose distance between the
coordinates x of their respective centroids [42], x; and ij,
and the points b and ¢ belonging to {3 is minimal.

i=arg min|b-x,|, h €{0,...,g (12)
h

j=arg min|c-X,|, h€{0,...,g}
h

The ELICIT expression so far is “between (s;, ?)? and
75
(5:7)"
(b)  Compute symbolic translations: According to [4,43], 1/2g
represents the distance equivalent to a symbolic transla-
tion equal to 0.5 in S, where g + 1 is the cardinality of S:

a =g-(b-%) a €[-05,0.5) (13)

oy =g (C—E]) %) (S [—0.5, 05)

The ELICIT expression so far is “between (s;, ap)’ and

(52) "
3. Compute adjustments: The steps to compute the adjustments
for the ELICIT expression are:
(a) Compute HFLTS: The HFLTS of an ELICIT expression
whose relation is between would be composed by:

Egpicrr (between (s;, ) and (sj,ot)) =
{sk| (s;, ) and (sj,cc) and s; < s, < 's; where s, € S}

(b)  Compute fuzzy envelope: The fuzzy envelope [18] of the
computed HFLTS is computed and noted as Ty ;o =
T, b, cd,d).

(c) Compute adjustments y; and y,: The adjustments y; and
7, are determined by the subtraction between the points
aand d ofﬁ~ = T(a,b,c,d) and the points a’ and d’ of
Teicrr (@', b', ¢, d'), so that:

n=a-a

€]0,1
y2=d_d, n [ ] (14)

»E [Os 1]

Finally, the ELICIT expression is completed “between
(s;,a9)"* and (sj, ocz)yz”.

Remark 2.

Appendix B.1 has been included in order to show the retranslation
process through a practical example.

3. AGGREGATION OF INTERRELATED
ELICIT EXPRESSIONS

The fusion of linguistic information that is represented by CLEs
and/or ELICIT expressions according to underlying interrelation-
ship structure of the information is essential to design a variety of
linguistic decision-making processes. In this section, we extend the
classical interrelated aggregation operators described in the previ-
ous section to aggregate the ELICIT expressions with certain under-
lying interrelationship pattern. From now onward, we are going to
use F to denote the set of all possible ELICIT expressions over a
linguistic term set S.

3.1. ELICIT Bonferroni Operators

Based on the Definition 1, the homogeneously interrelated ELICIT
expressions can be aggregated as follows:

Definition 18. Let EL = (EL;, EL,, ..., EL,) be the collection of
n ELICIT expressions from F. For any p,q > 0 with p +q > 0,
the ELICITBM operator is a mapping ELICITBM: F" — F and
defined as follows:

ELICITBM,, , (ELy,EL,, ..., EL,) (15)
1
p+a
|- e (@) e (5))
nn-1) b1 ! 7
i;&j

where @ represents the addition of fuzzy numbers and ® denotes
the multiplication of fuzzy numbers.

Based on the arithmetic operational laws of fuzzy numbers, we
illustrate the computational formula of ELICITBM in the following
theorem:

Theorem 1. Let EL = (EL,,EL,,...,EL,) be the collection of n
ELICIT expressions from F. For any p,q > 0 withp + q > 0, the
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aggregated value of ELICIT expressions by ELICITBM is a ELICIT
expression and given by

ELICITBM, , (ELy,EL,, ..., EL,)

1 L
ptq ptq
L5 20 L5 g
= _— ., , b ,
§ nn-1) % ] nn-1) % t
hj=1 ij=1
j#i j#i
1 1
ptq ptq
1 " 1 "
—_ gl &d
n(n-1) ) i I n(n-1) b) i7j
ij=1 ihj=1
jFEi jFEi

(16)

where {1 (EL)) = (a;, b;, ¢;, d;) is the equivalent fuzzy number of the
ELICIT expression EL; foralli = 1,2, ..., n.

Proof. Please see Appendix C.1

Remark 3.

With the notation of the BM operator, the computational formula
for ELICITBM (Eq. 16) can be rewritten as follows:

ELICITBMp,q (ELy,EL,,...,EL,)
= { (BMp,q (a15 az, ..., an) ) BMp,q (bl’ b29 () bn) ’ (17)
BM, (1,201 €,) , BM,, 4 (dy, s, ..., d,))

Example 1.

Let us consider the aggregation of homogeneously interrelated
ELICIT information: EL; = atleast (s4,0)°, EL, = atleast (ss, 0)°,
EL; = atmost (s3, 0)0 EL4 = between (53,0)0 and (s4, 0)0. To cap-
ture the homogeneous interrelation pattern in the aggregation pro-
cess, we are going to employ ELICITBM operator with parameters
p = q = 1. As per Theorem 1, we first obtain the fuzzy numbers
corresponding to the given ELICIT by utilizing Definitions 14-16
with the semantics of linguistic terms defined in Figure 1 as fol-
lows: {1 (EL;) = (0.5,0.86,1,1), {1 (EL,) = (0.67,0.98,1,1),
¢ (EL3) = (0,0,0.36,0.67), {1 (ELy) = (0.34,0.5,0.67,0.84)).
With the help of Eq. (17), we obtain

ELICITBMj ; (ELy, EL,, EL3, ELy)
= ¢ (BMy, (0.5,0.67,1,0.34), BM; ; (0.86,0.98,1,0.5),
BM,; (1,1,0.36,0.67), BM, ; (1,1,0.67,0.84))

From Eq. (1), we have

ELICITBM, ; (EL,, EL,, EL3, ELy)
=¢(0.35,0.54,0.74,0.87)

By utilizing Eq. (11) with the retranslation steps of ELICIT infor-
mation, we obtain

ELICITBM, ; (EL, EL,, EL3, ELy)
= between (s3, —0.28)0'02 and (s4,O.42)0'04.

Theorem 2. The ELICIT expressions aggregation operator
ELICITBM satisfies the following properties:

ELICITBM : F" — F is commutative, i.e.,

ELICITBM,, , (ELy,EL,, ..., EL,)
= ELICITBM,, ; (ELg(1y, ELg(2), --r ELg())

where EL5 1y, EL5(2), ... EL5(y) is a permutation of the ELICIT
expressions EL,, EL,, ..., EL,.

e ELICITBM:F" — F is idempotent, i.e.,
ELICITBM,, , (EL,EL, ...,EL) = EL

» ELICITBM:F" — F is ratio-scale invariant, i.e. for any real
number r > 0

ELICITBM, , (rELy, 1EL,, ..., tEL,)
= rELICITBM, , (ELy,EL,, ..., EL,).

Proof. Please see Appendix C.2.

Theorem 3. Let EL = (ELy,EL,,...,EL,) be the collection of
ELICIT expressions and {‘1 (EL) = (a;,b;ci,d) (i = 1,2,...,n)
be the equivalent fuzzy numbers of the ELICIT expression EL; (i =
1,2, ...,n). Then the operator ELICITBM : F" — F is bounded, i.e.

¢ <min a;, min b;, min ¢;, min d;
1 1 1 1
< ELICITBM, , (ELy, EL,, ., EL,)

< ¢ | max a;, max b;, max ¢;, max di) .
1 1 1 1

Proof. Please see Appendix C.3.

In the above, we have not considered the weight of the aggregated
ELICIT expressions. But, in many practical applications, we need to
consider the weight of input arguments in the aggregation process.
In this view, we define the weighted form of ELICITBM as follows:

Definition 19. Let EL = (ELq, EL,, ..., EL,) be the collection of n
ELICIT expressions from F. For any p,q > 0 with p + q > 0, the
ELICITWBM operator is a mapping ELICITWBM : F" — F and
defined as follows:

ELICITWBM, , (ELy,EL,, ..., EL,) (18)

—el L . »
=< nooD Pij=1 <Wi(§l(ELi)) )®

i#j
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where (w1, w,, ..., w,) be the weights of the input ELICIT expres-
sionsand w; > 0 (i = 1,2, ..., n) with Z:il w; = 1.

With the operational laws of the fuzzy numbers, we derive the com-
putational formula of the ELICITWBM as follows:

Theorem 4. Let EL = (EL,EL,,...,EL,) be the collection of n
ELICIT expressions from F. For any p,q > 0 with p + q > 0, the
aggregated value of ELICIT expressions by ELICITWBM is a ELICIT
expression and given by

ELICITWBM, , (ELy,EL,, ....EL,)

1 1
ptq ptq
n Win n ;
= dal Lyl
{ ijZ: 1- w; v ’ ijZ: 1 wi b ’
j#i j#i
(19)
1 1
ptq ptq
n WiW] n ww;
q J
Z l—WinCj ’ Z 1—Wld1:d;1
hj=1 hj=1
j#i j#i

where, {1 (EL;) = (a;, b;, ¢;, d;) is the equivalent fuzzy number of
the ELICIT expression EL; for all i = 1,2,...,n and (wy, wy, ..., w,,)
is the weight vector of the inputs and w; > 0 (i = 1,2,...,n) with
2:11 w; = 1.

Proof. It follows in the lines of Theorem 1.

3.2. ELICIT Extended Bonferroni Mean

This section focuses on aggregating ELICIT expressions that are
heterogeneously interrelated in the fashion described in Section 2
and define ELICITEBM operator as follows:

Definition 20. Let EL = (ELq,EL,,...,EL,) be the collection
of n ELICIT expressions from F such that the input set EL is
heterogeneously interrelated (as described in Section 2). For any
p,q > 0 with p + q > 0, the ELICITEBM operator is a mapping
ELICITEBM : F" — F and defined as follows:

ELICITEBM, , (ELy,EL,, ..., EL,)

-
=¢|Z ,l l)( 11, [ (Cl(ELi))pcp(ﬁg
n- I |) IQI l]jli (20)

P

- ’ P
) ) el (o e (¢ )

n

where empty sum of fuzzy numbers (@) is set as fuzzy zero (with
TrFN representation (0, 0, 0, 0)) in the lines of convention of classic
crisp system with (0, 0,0, 0) /0 = (0,0, 0,0).

For the computational purpose, we derive the explicit mathematical
formulae based on the arithmetic operational laws of TrFNs and
ELICIT computational model as follows:
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Theorem 5. Let EL = (ELq,EL,,...,EL,) be the collection of n
ELICIT expressions from F, which are heterogeneously interrelated.
For any p,q > O with p + q > 0, the aggregated value of ELICIT
expressions is a ELICIT expression and given by

ELICITEBM, , (EL1, EL,, ..., EL,)
= g (EBM ((11, (22 a,,) N EBM (bl’ bz, ey bn) , (21)
EBM (Cl, €y ey Cn) ,EBM (dl’ dz, ceey dn))

wher, ¢V (EL)) = (a;, b;,c;, d;) is the equivalent fuzzy number of
the ELICIT expression EL; for all i = 1,2,...,n and the heteroge-
neous interrelationship structure of EL;'s is inherited into (™ (EL;)’s
in component-wise fashion.

It is not difficult to show that ELICITEBM satisfies commu-
tative, idempotency and ratio-scale invariant properties of the
aggregation operator as those properties holds for classic EBM.

Further, it is bounded by ¢ ( min a;, min b;, min ¢;, min di> and
1 1 1 1

¢ <m_ax a;, max b;, max ¢;, max d,>. To take into account the rela-
1 1 1 1

tive importance of the aggregated arguments in the aggregation pro-

cess, we define the weighted form of the ELICITEBM as follows:

Definition 21. Let EL = (EL;, EL,, ..., EL,) be the collection of
n ELICIT expressions from 7, which are heterogeneously interre-
lated in the fashion described Section 2. For any p,q > 0 with
p + g > 0 and weight vector w = (wy,w,,...,w,), such that
w; > 0 with Z:’zl w; = 1, the ELICITWEBM operator is a mapping
ELICITWEBM: F" — F and defined as follows:

ELICITWEBM, , (EL,,EL,, ..., EL,)

- (<1 ) ieZIIWi) ("3 1- gzem Erewye

)4

1 M et (g pra (22)
1

(&) ( Z Wi (&)
ielr i€l

Wi -1 p ?
— (¢1(ELY) ))

The explicit computational formula of ELICITWEBM could be
obtained by using the arithmetic laws of fuzzy numbers with
ELICIT computational model and summarized in the following:

Theorem 6. Let EL = (EL,,EL,,...,EL,) be the collection of n
ELICIT expressions from F, which are heterogeneously related. For
any p,q > 0 with p + q > 0 and weight vector w = (wy, Wa, ..., W,,),
such that w; > 0 and Z?zl w; = 1, the aggregated value of ELICIT
expressions by ELICITWEBM is a ELICIT expression and given by

ELICITWEBM, , (ELy, ELy, ..., EL,)
= g (WEBM(al, (25 X an) . WEBM (bl’ bz, veey bn) , (23)
WEBM (Cl’ €y ey Cn) , WEBM (dl’ dz, veey dn))

where, {1 (EL;)) = (a;, b;, ¢;, d;) is the equivalent fuzzy number of
the ELICIT expression EL; for all i = 1,2,...,n and the heteroge-
neous interrelationship structure of EL;'s is inherited into {1 (EL)’s
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in component-wise fashion. The WEBM: [0,1]" — [0,1] is the
weighted form of EBM aggregation operator, which is given by

WEBM,,, (a1, az, ...a,)

P
(-2)|E e[ s |
= 1- adl—
iel' igl’ 1= Zleﬂ z‘l I JEl; Z]el j
1
p
®
iEZI:l lGZI ZIGI/ i
(24)

3.3. ELICIT Partitioned Bonferroni Mean

In this section, we consider the aggregation of ELICIT expres-
sions, which follows a partitioned structure interrelationship
pattern described in Section 2. Based on the fact in Eq. (4) and Def-
inition 18, we define ELICITPBM operator in the following:

Definition 22. Let EL = (EL;, EL,, ..., EL,) be the collection of
n ELICIT expressions from F such that the input set EL is parti-
tioned into d distinct classes Py, P,,..., P; (as described in Section 2).
For any p, q > with p + g > 0, the ELICITPBM operator is a map-
ping ELICITPBM : F"* — F and defined as follows:

ELICITPBM, , (ELy,EL,, .., EL,)

=¢ Gi ® ¢ (ELCITBM (EL:i € P,))) 29
r=1

where (EL;: i € P,) denotes the set of ELICIT expressions EL;s that
belong to the partition P,.

From the Definition 22, we note that by repeated application of
ELICITBM over the partitions of the input set we can obtain the
aggregated value of ELICITPBM. The more explicit computational
formula to find the aggregated value of the ELICICTPBM in terms
of BM is given below:

Theorem 7. Let EL = (ELy,EL,,...,EL,) be the collection of n
ELICIT expressions from F,which are partitioned into d classes Py,
P,,..., Py. For any p,q > 0 with p + q > 0, the aggregated value of
ELICIT expressions is a ELICIT expression and given by

ELICITPBM, , (ELy,EL,, ..., EL,)

1(& ; ;
= g (L_i <r§1BMp,q (ai i1 e Pr) s rngMpyq (bl

:ieP,), (26)

d d
ZBMPa‘I(Ci:i € Pr)a ZBM(dll € P»))
r=1

r=1

where, {1 (EL) = (a;, b;, ¢;, d;) is the equivalent fuzzy number of
the ELICIT expression EL; for all i = 1,2, ...,n and the partitioned
structure interrelationship of EL;'s is inherited into {1 (EL,)s in
component-wise fashion.

As the ELICITPBM operator is composed of a set of ELICITBM
operators with different dimensions, we can easily exhibit that the
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ELICITPBM operator satisfies commutative, idempotent and ratio-
scale invariant properties with help of Theorem 2. Further, the
ELCITPBM operator is bounded as follows:

¢ <min a;, min b;, min ¢;, min d;
i i i i

< ELICITPBM,, , (ELy, EL,, ..., EL,)

<< <m_ax a;, max b;, max c;, max d
1 1 1 1

When the inputs ELICIT expressions have different relative impor-
tance, we need to take account it in the aggregation process and to
reflect on the aggregated value. In this view, the weighted form of
the ELICITPBM can be defined as follows:

Definition 23. Let EL = (ELy,EL,,...,EL,) be the collection
of n ELICIT expressions from F such that the input set EL is
partitioned into d distinct classes Py, P, ..., P; (as described in
Section 2). For any p,q > 0 with p + g > 0 and weight vector
w = (wy,wsy,..,w,), such that w; > 0 and E . = 1, the
ELICITWPBM operator is a mapping ELICI TWPBM F" — Fand
defined as follows:

ELICITWPBM, , (ELy,EL,, .., EL,)

—¢ G ® ¢ (ELCITWBM (EL; € P,))) @
r=1

where (EL;: i € P,) denotes the set of ELICIT expressions EL;s that
belong to the partition P,.

Theorem 8. Let EL = (EL4,EL,,...,EL,) be the collection of n
ELICIT expressions from F. For any p,q > O withp +gq > 0
and weight vector w = (wy, Wy, ..., w,), such that w; > 0 and
Z:’zl w; = 1, the aggregated value of ELICIT expressions by ELIC-
ITWPBM is a ELICIT expression and given by

ELICITWPBM,, , (ELy, EL,, ...,

1/ 4 . d
=¢ (2 (rZ:lWBMP,q (a;:i € P,),EZIWB

EL,)
M, , (bi:i €P,),
d d

ZWB q(:i€P), ZWBM q(di:i€P)

(28)

where {1 (EL;) = (a;, by, ¢;, d;) is the equivalent fuzzy number of the

ELICIT expression EL; foralli = 1,2, ...,n and
1
p+a
WBM, , (a;:i € P,) = Z WilW; aﬁ’aj
ijep,
i#i <Zi€P, Wi) Z:j eP, Wi
jFi

4. APPROACHES TO MADM WITH ELICIT
ASSESSMENTS

In this section, we develop an approach based on ELICIT expres-
sions aggregation operators to solve MADM problem in which
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attributes follow a typical interrelationship pattern, and the decision
maker provides his/her assessments by using CLEs and/or ELICIT
expressions.

We consider a typical MADM problem, where a finite set of alter-
natives are evaluated against a predefined set of performance mea-
suring attributes in the aim of ranking the alternatives from best to
worst on their suitability. In such a decision-making problem two
pieces of information are required to find the ranking of the alterna-
tives. One is assessment information of the alternatives against the
criteria, which we often refer to as decision information. Another
one is related to the relative importance of the criteria that is
referred to as weight information. Mathematically, we can describe
the MADM problem with all the relevant information as follows:

» A finite set of m (> 2) alternatives: X =
1={1,2,..,m}

* A fixed set of criteria: A = {Aj[j e ]} where ] = {1,2,...,n}

{X;|i € I}, where

* The weight vector of the criteria: w =
n
w; > 0and ijl w; =1

(wq, wa, ..., w,,) such that

* The alternatives are assessed over criteria and evaluations are
summarized in the following decision matrix:

Al A2 An
Xy ( ELy; ELy, -+ ELq,
D= X, | ELy; EL,, --- EL,,

X \EL,, EL,, -+ EL,,
where EL;; is the ELICIT expression that has been obtained
from the decision maker’s linguistic opinions to provide his/her
assessment for the alternative X; against the criteria A;.
Specifically, decision maker uses CLEs to express his/her

assessments against the alternatives under different attributes.

Apart from these binding pieces of information, the decision maker
needs to provide the typical pattern of the interrelationship among
the attributes. As interrelationship is vital in the selection of an
appropriate aggregation operator, this information is crucial to
make a reliable decision.

WEBM,,, (a1, a3, ...a,)

S
ser' 1 _Zsel’ s IIl el Zt 1,

(29)

With this available information in hand, we intend to design an
algorithm based on the aggregation operators, developed in the
previous section, to find the most desirable alternative(s) from the
alternatives’ pool {X;,X>, ..., X,,}. Our proposed algorithm takes
following steps to find ranking order of the alternatives:

Step 1

Give the decision maker’s preference summarized in the decision
matrix D = (ELij)mxn and weight information w = (wy, wy, ..., w,,).

Step 2

Provide the interrelationship patter among the attributes, i.e.,
whether, the attributes follows homogeneous interrelationship pat-
tern, heterogeneously interrelation patter or partitioned structured
interrelationship pattern. In the cases of heterogeneous and parti-
tioned interrelationship, specific structure of interrelationship data
need to be provided.

Step 3

Based on the interrelationship pattern, the suitable aggregation
operator is selected to obtain the overall performance of the alterna-
tive X; from the alternative’s individual performances under differ-
ent attributes Ej (j =12,.., n). Specifically, three scenarios arise
here:

o attributes are homogeneously related in this case, we utilize
ELICITBM operator to find the alternatives X; overall
performance r; (i = 1,2, ..., m) as follows:

r; = ELICITBM (ELy,ELy, ..., EL;,)
1 1
ptq ptq
= ¢ z": wow, q z": ww, q
- 1—yw, isit ’ 1 -y, is it ’
s,t=1 $ s,t=1 $
t#s t#s
1 1
ptq ptq
n n
Wow, ww,
a2 dd
1-w, i w, s
s,t=1 s,t=1
t#s t#s

(30)

where ¢-1 (ELL]) = (a,], bij, cij» dj; ) is the equivalent fuzzy

number of the ELICIT expression EL;j foralli = 1,2,...,m

* attributes are heterogeneously interrelated, in this case, we
employ ELCITWEBM operator to obtain overall performance
r; of the alternative X; as follows:

ELICITWEBMp,q (EL;,ELj, ...,
= g (WEBM(ail’ Ai2s ees ain) ’
WEBM (b;1, b5, ..., biy) (31)
WEBM (c;1, €ips s Cin) »

WEBM (d;1, dip,s .. diy))

ELin)

where, {1 (EL,]) = (a,J, b,], Cijs d;; ) is the equivalent fuzzy
number of the ELICIT expression EL; forallj=1,2,..,nand

WEBM (ap, aip, ..., 4;,,) is given by Eq. (29).
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* attributes are partitioned structured, in this case, WELCITPBM
operator is utilized to obtain overall performance r; of the
alternative X; as follows:

7,

. = WELICITPBM (EL;, ELsy, ..., EL;,)

d d
g(é <Z WBM (a; € P,), 7§1WBM(bij:j €ep,),

r=1

d d
Y, WBM (¢;:j € P,), WBM(d,»j:jEP,)>>
=1

r=1 r=

(32)

where, ¢ -1 (EL) = (a,»j, bij, Cijs di]-) is the equivalent fuzzy
number of the ELICIT expression EL; forallj=1,2,..,nand

WBM (a;:j € P,)

pt+q
= Z “i“j
k,jEP,
i#k (ZkeP,Wk> ZjeP,Wf
j#k

Step 4

The overall performance of the alternatives r; (i = 1,2, ..., m) are
ELICIT expressions. To facilitate the comparisons, we first trans-
formed them into fuzzy numbers T, = (@) = (ta,ti, s tia)
for i = 1,2,..,m and then defuzzified them into real num-
ber Mag (T,i> (i=1,2,...,m) by using the approach proposed by
Abbasbandy and Hajri [44].

Step 5

Based on the Mag (Tr,.> (i=1,2,..,m), we rank the alternatives

X; (i =1,2,...,m) in the sense that better the magnitude, better the
rank.

5. PRACTICAL EXAMPLE

In this section, we provide a practical example to demonstrate the
working and feasibility of the proposed decision-making algorithm.

In the face of a trade war, a major company is considering to
shift its manufacturing plant from the current location. After, ini-
tial screening the company has identified five possible locations
around the world to step up the new manufacturing plant. We name
this potential locations as {X;, X,, X3, X4, Xs}. To prioritize fur-
ther these locations, the company has identified seven assessment
attributes: market (A ), business climate (A,), labour characteristic
(A3), infrastructure (A,), availability of raw materials (As), invest-
ment cost (Ag) and possibility for the further extensions (A). These
performance measuring attributes have some intrinsic connection-
s/interrelations and that could be described as follows: A is inter-
related with A4; AZ with {A6’ A7}; A3 with A7; A4 with {Al N A6}; A5

with A7; Ag with {A,, A4} and A; with {A3, A5}. The information
regarding the attributes for all possible options are collected and
presented to the key managerial responsible for taking a decision.

Due to the presence of vagueness and uncertainty, the decision
maker uses linguistic information to assess the locations against the
attributes. According to the expertise of the decision maker, a lin-
guistic term set with 7 labels is provided, S = {sy: unfeasible (UF),
s;: very unsuitable (VUS), s,: unsuitable (US), ss: fair (F), s,: suitable
(S), s5: very suitable (VS), ss: excellent (E)}.

Decision maker uses a single linguistic term or complex linguis-
tic expression, modeled by CLEs to rate the alternatives against
the attributes. The decision maker’s preferences are represented by
CLEs (Table 1 Rating in CLEs) that are transformed into ELICIT
information and modeled by the decision matrix D and presented
as follows:

Ay As

X, [ atleast (s4, 0)0 at least (ss, 0)0
X, | atmost (51,0)0 (53,0)0

D= X3 | (ss, 0)0 at least (ss, 0)0
X4 | (50,0)° (50,0)°
Xs | (56,0)° (s3,0)°
As A, As
(54, 0)0 (54, O)0 at least (s3, 0)0

bt (33,0)0 and (s4, 0)0 bt (so, 0)0 and (sq, 0)0 at least (s3, 0)0

(s4, 0)° (55,0)0 bt (s, 0)0 and (s3, 0)°
(515 0)O bt (s3, 0)O and (s4,0)0 at most (52,0)0
(6> 0)0 at least (s4, O)0 (52, 0)0
Ag Ay
at least (s4, 0)0 bt (s3, 0)O and (s4, 0)0
(s3,0)° (s3,0)°
at most (s3, 0)0 (s3, 0)0
(s3,0)° (52,0)°

bt (s4,0)° and (s5,0)° (s5,0)°

Ay A
X; (T(0.5,0.86,1,1) T(0.67,0.98,1,1)
X, | T(0,0,0.03,0.34) T(0.34,0.5,0.67)

D= X; | T(0.67,0.84,1) T(0.67,0.98,1,1)
X, | T(0,0,0.17) T(0,0,0.17)
Xs \ 7(0.84,1,1) T(0.34,0.5,0.67)
As Ay As

T(0.5,0.67,0.84) T(0.5,0.67,0.84)
T(0.34,0.5,0.67,0.84) T(0,0,0.17,0.34)  T(0.34,0.65,1,1)
T(0.5,0.67,0.84) T(0.67,0.84,1) T(0.17,0.34,0.5,0.67)
T(0.67,0.84,1) T(0.4,0.5,0.67,0.84) T(0,0,0.15,0.5)
T(0.84,1,1) T(0.5,0.84,1,1) T(0.17,0.34,0.5)

Ag A,
T(0.5,0.86,1,1)  T(0.34,0.5,0.67,0.84)
T(0.34,0.5,0.67) T(0.34,0.5,0.67)
T(0,0,0.36,0.67) T(0.34,0.5,0.67)
T(0.34,0.5,067)  T(0.17,0.34,0.5)
T(0.5,0.67,0.84,1) T(0.67,0.84,1)

T(0.34,0.64,1,1)

Further all performance measuring attributes are not equally
important. To take into account the variation in relative
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importance of the attributes, weight information is set as
w=(0.2,0.1,0.15,0.15,0.2,0.1,0.1).

With this available information about the locations” choices prob-
lem, we employ the proposed decision-making algorithm to prior-
itize the locations and to find the most suitable one.

Step 1

To carry out the linguistic computations, all the ELICIT expres-
sions are required to transform into machine manipulative format,
i.e., TrFNs. Decision maker’s opinions in terms of ELICIT expres-
sions given in D are converted into TrFNs and summarized in the
matrix D and given in the previous page, where the first entry of
D, T(0.5,0.86,1,1) is the equivalent TrEN corresponding to the

ELICIT expression at least (54,0)0, ie, ¢t <at least (54,0)0) =
T(0.5,0.86,1,1).

Step 2

From the description of the attributes interrelationship pattern, it is
quite evident that the attributes are heterogeneously related with no
independent arguments. In the aim of capturing this heterogeneous
interaction among the attributes and its reflection in the aggre-
gated value, we choose ELICITWEBM (Eq. 29), to compute the
overall performance of the alternatives. We set the associated
parameter p and g to 1 in ELICITWEBM and compute the overall
performance with the translated information D and weight infor-
mation w. The results are summarized in the following Table 2.
From Table 2 decision maker obtains the overall performance of
alternatives expressed in terms of linguistic ELICIT expressions,
which is quite intuitive to interpret. It is also clear to the decision
maker from the Table 2 that X3 is better than {X,, X4} and X, is
better than X4. Undoubtedly, X; and X5 are better than rest of the
alternatives but it is not very clear about the order of the X; and X5
from the linguistic overall performances. We are going to the next
step for finding the exact ranking order of the alternatives.

Table 1 Alternatives rating under different criteria.
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Step 3

From the overall performances r; (i =1,2,3,4,5), we compute
the magnitude of the corresponding TrFNs, T,i (i=1,2,3,4,5) of
the r; as follows: Mag(Trl) = 0.7416, Mag(T,z) = 0.4486,

Mag(T,S) = 0.6242, Mag (T,,) = 00.3144 and Mag(T,5> =

0.7928. Based on the Mag (T,i ) (i=1,2,3,4,5), the ranking of the

alternatives are as follows: X5 > X; > X3 > X, > X,. Hence the
location X5 is the most suitable to set up the manufacturing plant
followed by location X .

In the above analysis, we have set the parameters associated with
ELICITWEBM as (p, q) = (1,1). But this choice of the param-
eters p and q associated with ELICITWEBM may have an impact
on the final ranking of the locations. Thus, it is necessary to check
the robustness of the ranking result concerning the parameters.
For this purpose, we adopt the simulation-based approach, specifi-
cally, the framework of stochastic multi-criteria acceptability anal-
ysis [45]. As there is no preference over the parameters’ values,
we assume that the parameters are uniformly distributed in the
space [0.1, 10012 By randomly drawing the parameters from the
space [0.1,100]%, we solve the decision-making problem and find
the ranking of the locations. Further, repeating this process for the
sufficient numbers of times (10,000) within Monte Carlo frame-
work, we collect the evidence in terms of probability of occupying
a ranking position by an alternative. We report the result of the
Monte Carlo in the Table 3, where b” corresponding the alternative
X; denotes the probability of occupying r-th ranking position by X;.
It is quite evident that for the almost all configuration of the param-
eters from the space [0.1, 100]2, the X5 occupied the first ranking
positions followed by X;. Unanimously, X3 is always occupied the
third-ranking positions followed by X, and X4. But there is a pos-
sibility of switching the ranking position between X, and X, for
some configurations of the parameters. In nutshell, we can conclude
that present ranking results are robust and not much sensitive to
the parameters. Note that the exact estimation of the appropriate
parameters associated with ELICITEBM could also be stem from
the decision maker’s perceived view towards aggregation process
[22,46].

X1 at least S at least VS S S at least F at least S btFand S
X5 atmost VUS F btFand S bt UF and VUS at least F F F
X3 VS at least VS S VS bt US and F at most F F
X4 UF UF VUS btFand S at most US F Us
X5 E F E at least S Us bt S and VS VS
bt = between.
Table 2 Alternatives overall performance.
Alternative T,i (TrFN) rp=¢ -1 (T,i)
Z0.04 -o0.
X T(0.4545,0.6963,0.8106,0.9102) between (s4,0.1758) 0% and (s5,-0.1362) 0%
.0942 1351
X, T(0.2612,0.4084,0.4889, 0.6351) between (s, 0.4524)0 0942 d (s3, —0.0666)0 33
-0. -0.001
X3 T(0.4401, 0.5869, 0.6567, 0.8315) between (s4,-0.4806) " and (s4,-0.0618) 0%
X4 T(0.1862,0.2874,0.3241,0.5291) between (s3,-0.2736)"° % and (s, -0.0540) > 0>
Xs T(0.5639, 0.7797, 0.8286, 0.9084) between (s5,-0.3198) """ and (s5,-0.0264) 710
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Table 3 Percentage of occupying different ranking positions by

alternatives.

Alternative bl b2 b3 b4 b5
X3 0.0040 99.9960 0 0 0
X5 0 0 0 88.7300 11.2700
X3 0 0 100 0 0
X4 0 0 0 11.2700 88.7300
X5 99.9960 0.0040 0 0 0

As we have emphasized on the fact that capturing the underlying
interrelationship pattern in the aggregated ELICIT information is
vital to make a reliable decision, it is worthy here to investigate
the consequence if we do not consider the interrelationship in the
information fusion process. For this purpose, we use the weighted
ELICIT arithmetic mean operators, which assume that the input
arguments are independent, in place of ELICITWBM in the pro-
posed decision-making algorithm to compute the overall perfor-
mances of the alternatives. Rest of the steps in our proposed MADM
algorithm to find the ranking of the alternatives is kept unaltered.
With this new configuration of the algorithm, we re-execute the step
of the MADM algorithms and found the following ranking order
of the alternatives X; > X5 > X3 > X, > Xj. It is evident
that the ranking positions for X; and X5 are reversed, which due to
not capturing the underlying interrelationship structure among the
attributes.

6. CONCLUSION

In this study, we have investigated the aggregation of linguis-
tic information that is represented by ELICIT expressions and
followed some specific interrelationship patterns. Specifically, we
have considered three types of interrelationship patterns, namely,
heterogeneous, homogeneous and partition structure among the
aggregated arguments and such relationships are captured via direct
conjunctions among the aggregated arguments with the core of
three classical aggregation operators: BM, EBM, and PBM. In
this view, we have extended these classical operators in ELICIT
information environment and developed three new aggregation
operators for aggregation ELICIT expressions, which we have
referred to as ELICITBM, ELICITEBM, and ELICITPBM. Fur-
thermore, we have investigated the properties of these aggrega-
tion operators and proposed the weighted form of these aggre-
gation operators to deal with the situations where inputs have
different relative importance. Using these aggregation opera-
tors as an information fusion tool, an algorithm for solving
the MADM problems, in which attributes follow some specific
interrelationship patterns, has been develped. Finally, we have
presented numerical examples to illustrate the feasibility and appli-
cability of our proposed approach.

In the future, it would be interesting to investigate the more com-
plex interaction among the ELICIT expressions via Choquet inte-
gral [47]. Further, one may consider extending the aggregation of
ELICIT expressions for other class of averaging aggregation opera-
tors, such as ordered weighted average operators [48] , power aver-
aging operator [49], prioritize aggregation operator [50] and their
different variants.
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APPENDIX A

A.1 ELICIT Inverse Function Example

In order to facilitate the understanding of the inverse function, ¢!,
for ELICIT information, let us suppose a linguistic term set with
seven labels, S = {s, : horrible, s, : very bad, s, : bad, s : medium, s, :
good, ss : very food, s : perfect } and an ELICIT expression between
(s3, 0.432)0' 2% and (54, 0.144)70'023 (see Figure A.1).

First, it is necessary to compute the fuzzy envelope [18] of the
ELICIT expression. To do that, the HFLTS of the expression is
obtained through the transformation function defined in [21]:

Egricrr (between (s;, ) and (sj,oc)) =
{sk| (s;, ) and (sj, oc) ands; < s, <'s; where s, € S}

For our example:

Egpicrr (between (s3,0.432) and (s4,0.144)) =
{sk| (s3,0.43) and (s4,0.14) and s3 < s < s4
where s, € S} = {(s3,0.432), (54, 0.144)}

Once the HFLTS is computed, the different fuzzy memberships
functions of the linguistic terms that belong to the HFLTS are aggre-
gated with the OWA operator [48]. The OWA operator assigns dif-
ferent importance to the linguistic terms that compose the HFLTS
through the orness measure thus, the way of computing the OWA
weights affect directly to the resulting fuzzy envelopes. This process
is carried out in [21] by means of a parameter, noted as € € [0, 1],
which allows modifying the way to compute the OWA weights. The
variation of € modifies the importance of the linguistic terms of the
HEFLTS, in order to reduce the interval whose height is 1 in the fuzzy
envelope. In [21], several fixed orness values provided by € are used
in order to compute fuzzy envelopes that preserve as much infor-
mation as possible. The fixed values of € are: € = 0 for at least rela-
tions, € = 1 for at most relations and €; = 0 and €, = 1 for between
relations. Following this process, the resulting fuzzy envelope for
the ELICIT expression is 7'(0.405,0.572,0.691, 0.857).

Finally, the corresponding TrFN of the respective ELICIT expres-
sion is obtained by applying Prop. 16:

¢t (between (s3,0.432)°%%* and (54,0'144)—0.023>
= T(0.429,0.572,0.691,0.834)

a = 0.405 + 0.024 = 0.429 (A1)
b= 0572
¢ =0.691

d = 0.857 + (-0.023) = 0.834

so St s2 s3 S4 S5 S6

0 0.167 0.333 0.5 0.667 0.833 1

Figure A.1 Extended Comparative
LInguistiC Expressions with Symbollc
Translation (ELICIT) information examples.

APPENDIX B

B.1 ELICIT Retranslation Process Example

In order to facilitate the understanding of the retranslation process
to obtain an ELICIT expression from a TrFN, let us suppose the
TrFN computed in A.l,ﬁ = T(0.429,0.572,0.691, 0.834). The pro-
cess to obtain an ELICIT expression is composed by several steps:

1.  Identify relation: The relation of the ELICIT expression is deter-
mined by the fuzzy number § = T'(0.429,0.572, 0.691, 0.834)
and the ¢ function (see Eq. 11).

¢ (T(0.429,0.572,0.691,0.834)) = EL, (B.1)
EL = atleast (s;, )’ if = T(a,b,1,1)

EL = at most (s;, a0)! zfﬁ =T(0,0,c,d)

where ) 72

EL = between (s;,o1)"* and (sj, a,
iff = T(a,b,c,d)

According to the fuzzy number §, the relation of the ELICIT
expression is “between”

2. 2-tuple linguistic terms computation (see Figure B.1): The
ELICIT expression with the relation “between” is composed by
two continuous terms, (s;, ot;)"* and (sj, ocz)yz.

(a) Compute linguistic terms: First, we select the linguistic
terms s; and s € S,i,j € {0,1,2,3,4,5, 6}, whose dis-
tance between the coordinates x of their respective cen-
troids [42], x; and J_Cj, and the points b = 0.572 and
¢ = 0.691 belonging to § is minimal. In this case, such
centroids are x3 and x4:

i= argmin [0.572-X,| =3 (B.2)
hef0,1,2,3,4,5,6} _
j= argmin [0.691-X,| =4

he{0,1,2,3,4,5,6}

The ELICIT expression so far is “between (53,?)7 and
75

(s4,7)

(b)  Compute symbolic translations: Once the linguistic terms
have been selected, the symbolic translations of the con-
tinuous terms are computed as follows:

a; =6-(0.57-0.5) =0.432
a, = 6-(0.691 - 0.667) = 0.144 (B.3)
a, oy € [-0.5,0.5),

The ELICIT expression so far is “between (s3, 0.432)7 and
?

(s4,0.144)'”

0.572 0.691

/\
B

selected terms

T, 0.429 T,

T.0.834

& ds

Figure B.1 Select linguistic terms.
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(53,0.43) (5,,0.14)
I I

t T
0.572 0.691

ELicm
fuzzy envelope

0 1

0.405

0.857

Figure B.2 Extended Comparative LInguistiC
Expressions with Symbollc Translation (ELICIT)
fuzzy envelope.

3. Compute adjustments: Finally, to complete the ELICIT expres-
sion, we compute the adjustments for the ELICIT expression
following the steps below:

(a) Compute HFLTS:

Egpicir (between (s3,0.432) and (s4,0.144))
= {s;| (s3,0.432) and (s4,0.144) and

s3 < §; < s4 where s, € S8}
= {(53, 0432) 5 (54, 0144)}

(b)  Compute fuzzy envelope (see Figure B.2): The fuzzy enve-

lope [18] of the HFLTS {(s3, 0.432), (s4,0.144)} is:

TELICIT = T(O4OS, 0572, 0691, 0857)

(c) Compute adjustments y; and y5:
7 = 0.429 - 0.405 = 0.024
7> = 0.834 - 0.857 = -0.023 (B.4)
gammay, y, € [0,1]
Finally, the ELICIT expression is completed “between
(s3,0.432)%9%% gpd (s,,0.144)70023>
APPENDIX C

C.1 Proof of Theorem 1

By using operational laws of fuzzy numbers, we have

(¢ EL) ® (¢ (EL))" =

(CLNATNAR ') RN (R)
Clearly, the right-hand side of Eq. (C.1) is a TrFN due to the assump-
tion0 < ag; < b < ¢ < d;(i=1,2,..,n) on the parame-
ters of the envelope of ELICIT expression ¢! (EL;). Further the
Eq. (C.1) is true for any pair of ELICIT expressions (EL,»,EL;)
(i,j e{1,2, ...,n}). As the addition of TrFNs is associative, we
can extend easily to the addition of #n(n - 1) TrFNs of the form

(¢ L))’ @ (¢ (ELy))? (ivj € 41,2, ..o n}, i # j) and obtain

B. Dutta et al. / International Journal of Computational Intelligence Systems 12(2) 1179-1196

(C2)

With the help of scalar multiplication laws of TrFNs, we get

1
n(n-1)

® (¢hEL))
iaj =1
i#j

® (¢ (EL))"

(C3)

Finally by using exponential operational laws of TrFN from Eq.
(C.3), we obtain

ptq
1 - p _ q
oD i«g 1(§I(EL,~)) ® (¢ (EL)) (C4)
i#j
2+ x
ptq p+q
— g q
- n(n 1) Z ’ n(n—l) Z bpb ’
hj=1 ih,j=1
j#i j#i
x x
ptq pt+q
% de Lo 3 dd
n(n 1) Inn-1) “ i
hj=1 hj=1
j#i j#i

Sincea; < b; < ¢ < d; forali = 1,2

property of the B

, ..., 1, the monotonocity
M, . : [0,1]"

— [0, 1] implies Eq. (C.5).
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x x
ptq ptq
1 & 5y 1 5
; < b C.5
nn-1) % a4 “|nn-1) % i (€5)
ij= hj=1
j#i J#i
1 2+
ptq pt+q
1 ! 1 !
g —_ &d!
nn-1) % i5 “|Inn-1) b 1
hj=1 ij=1
i j#i

ELICITBM,, ;, (ELg1) ELg(2), - ELo())
= { (BMp,q (aO'(l)’ Ag(2)s =+ aa’(n)) s BMp,q (bO'(l)7 bo’(Z)’ ooy bo’(n)) >

BMP,q (Ca(l)’ CO'(Z)! veey CO'(H)) N BMp’q (dG(l)’ dG(Z)’ veey dO'(n)))
(C.6)

1

pt+q

It infers that n(%l) &) (§‘1 (ELi))p ® (g_l (ELj))q is

ij=1

i#j
TrFN and therefore ELICI TBMP,q (EL,,EL,,...,EL,) is an ELICIT
expression. Hence the results.

C.2 Proof of Theorem 2

(i) First we will show that ELICITBM is commutative. Let
EL5(1y, ELg(2), .-s ELg(y) is a permutation of the ELICIT expressions
ELq,EL,,...,EL,. With the help of computational formula Eq. (17),
we can express ELICITBM (ELU(D, ELg(2), -ons ELg(n)) in the form of
Eq. (C.6)

The values of the parameters p and ¢, and the underlying inter-
relationship structure among the aggregated ELICIT expressions
remain intact in the permutation (ELG(I),ELG(Z), ws EL (). Fur-
ther such interrelationship is also inherited in the parameters of the
TrFNs ((aa(,-), bot)s Coti)s dc,(,-)) (i=1,2,...,n), which are the enve-
lope of the ELICIT expression ELy;), (i =1,2,...,n). Thus, the
components of the envelopes of EL(;, (i = 1, 2, ..., n) become con-
nected. Under this circumstance, BM exhibits the commutative
property, i.e.,

BMM (aa(l), Ag(2)s -+ aa(,,)) = BMp,q (ay,az,...,a,)
It follows that

ELICITBM,, , (ELg1), ELg(2), s ELo(n))

= ¢ (BM, , (a1, az,....a,), BM, (b1, b, ... b,),
BM, , (c1,C2, ;) . BM, , (dy, 3, ..., d,,))

= ELICITBM,, ; (ELy,EL,, ..., EL,)

(C.7)

(ii) Now we will show that ELICITBM operator is idempotent. Let
¢1(EL) = (a, b, c, d) be the envelope of the ELICIT expression EL.
From the Eq. (17), we have

ELICITBM, , (EL,EL, ..., EL)
=¢ (BM,, (a,a,...,a),BM, , (b,b, ..., b),

BM, , (c,c,....c),BM, ,(d.d, ..., d))

(C.8)

Since the BM operator is idempotent, i.e., BM, , (e,e,...,e) = e, we
obtain from Eq. (C.8)

ELICITBM,, ; (EL,EL, ..., EL) = { (a,b,c,d) = { ({1 (EL)) = EL

(iii) Now we will prove that ELICITBM is ratio-scale invariant. Let
r > 0 be a scalar. From the scalar multiplication law of TrFN, we
have 11 (EL,) = (ra;,rb;, rc;,rd;). From the definition of ELIC-
ITBM, we obtain

ELICITBM,, , (rELy,rEL,, ...,tEL,) (C.9)
1
pra
1 - p - q
=|mon @, D) @ (7 (E))
i#j

=¢ (BMP,q (ray, ray, ...ra,), BM, , (rby, 1by, ..., 1b,),

BM, , (rey,1cyy ey 7€) BM, , (rdy,rdy, ..., rd,,))

As the BM operator is ratio-scale invariant i.e.
ﬁMp’q (rey, ey, ..., re,) = rBM, , (€1, €z, ..., €,), from Eq. (C.9) we
ave

ELICITBM, , (rELy, 7EL,, ..., TEL,)
= ¢ (rBM, 4 (a1, a3, ..., a,) , TBM,, , (b1, b3, ..., by,) ,
rBM, 4 (c1,C2s s €) s TBM,, 4 (d, s, ..., d,))

= 1¢ (BM, , (a1, a3, ... a,) , BM, (b1, b, ... b,),
BM, (1,25 s ) , BM,,  (dy, 3, ... d,))

= rELICITBM,, ; (ELy, EL,, ..., EL,)

C.3 Proof of the Theorem 3

We will show that ELICITBM is bounded. Since a; > min; a; for
all i, the monotonocity and idempotency of properties of the BM
operator implies that

BMp,q (ay,az,...,a,) > BM <miin a,-,miin a;, ...,miin ai) = miin a;

Similarly, we can obtain

BMP,q (b19 bZ’ weey bn) Z miil’l bi
BMP!‘Z (Cl’ €25 w00 Cn) > miin C;
BM, 4 (dy, d3, .., d,) 2 mind;.

From these inequalities, we have

(BM,, (a1, az, ..., a,) , BM,, 4 (b1, by, ..., b,),

BM,, (c1,Cpy s C,) s BM, , (dy, doy o d,
g (€15 €25 s €4) , BM,, , (d1, d2 ) (C.10)

> <mjn a;, min b;, min ¢;, min d,-)
1 1 1 1
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Note that the inequality Eq. (C.10) is in the sense of lexicographic Similarly, we can show that
ordering of TrFNs, i.e., (a1, by, c1,dy) > (ap,b;,¢5,dy) iff a1 > ay,
by > by, c1 2 ¢; and dy > d,. From Eq. (C.10), we have ELICITBM, ; (ELy, EL,, ..., EL,)
ELICITBM, , (EL,,ELy, ..., EL,) <¢ | maxa;, maxb;, maxc;, max df)
= g (BMP"] ((11, A2y .eey (ln) 5 BMP,!] (bl, bz, veey bn) N
BMP,!] (Cl, €y ey Cn) 5 BMP:‘] (dl’ dz, veey dn)) Hence the result.

> ¢ | min a;, min b;, min ¢;, min d;
i i i i
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Consensus reaching processes (CRPs) in group decision making (GDM) attempt to reach a mutual agree-
ment among a group of decision makers before making a common decision. Different consensus models
have been proposed by different authors in the literature to facilitate CRPs. Classical CRP models focus on
achieving an agreement on GDM problems in which few decision makers participate. However, nowa-
days, societal and technological trends that demand the management of larger scale of decision makers
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Behavior will be developed in a java-based framework (AFRYCA 2.0) simulating different scenarios in large scale

AFRYCA GDM.
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1. Introduction

Group decision making (GDM) problems, in which multiple indi-
viduals/experts with their own attitudes/opinions need to achieve a
common solution to a decision problem consisting of several alter-
natives or possible solutions, have become the focus of a large body
of research [1-4]. GDM problems widely exist in diverse applica-
tion areas that require the joint participation of multiple experts,
such as management, engineering, politics and so on [5-7]. In the
traditional resolution process of GDM problems [8], the best alter-
native/alternatives should be chosen after each expert provides
his/her own preference over alternatives, disregarding the level of
agreement among the preferences of different experts. This often
leads to the shortcoming that some experts may not accept the deci-
sionresult[2], because they might consider that their opinions have
not been considered. For this reason, consensus reaching processes
(CRPs), in which individuals/experts discuss and modify their pref-
erences in order to reach a collective agreement before making

* Corresponding author.
E-mail addresses: alabella@ujaen.es (A. Labella),
yayaliu@my.swjtu.edu.cn (Y. Liu), rosam.rodriguez@decsai.ugr.es (R.M. Rodriguez),
martin@ujaen.es (L. Martinez).

https://doi.org/10.1016/j.as0c.2017.05.045
1568-4946/© 2017 Elsevier B.V. All rights reserved.

decisions [9], have become an increasingly prominent research
topic in GDM problems [10-12].

Classically, GDM problems have been solved by a few number of
experts. However, the expansion of technological paradigms, such
as e-democracy [6], social networks [13], and marketplace selec-
tion for group shopping [14], call for the public attention for the
so-called large scale GDM (LGDM) problems, in which a larger num-
ber of experts take partin the decision process and responsibility for
the decision result. Chen and Liu [15] classified the GDM problems
in which the decision makers exceed 20 into LGDM problems. It is
noticed that experts have to face a lot of new challenges in terms
of the resolution of LGDM problems, such as the higher resources
consuming and the time invested for decision making. It requires
a higher complexity with respect to the analysis of experts’ prefer-
ences in LGDM problems, for instance, to detect the conflicts and the
closeness amongst experts’ opinions, identify the scale of experts
that agree/disagree with each other and find coalitions/subgroups
of the same or similar interests in the group, etc.

Thorough the study on CRPs over the past few decades, different
theoretical consensus models have been proposed [16-22]. On the
other hand, in order to provide groups with computer-based deci-
sion support systems focused on supporting CRPs, some researches
have been done in the development of consensus support systems
(CSSs) [20,23-25], based on the implementation of different con-
sensus models.
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Despite the research already conducted on CRPs, there are still
some aspects that require improvement. One of them is the demand
for managing large groups in such processes. Managing LGDM prob-
lems makes more frequent the existence of strong disagreement
cases among some experts in the group, therefore the necessity of
applying a CRPis higher [26]. As far as we know, most of the existing
CRPs are focused on GDM problems with few experts. There is no
any depth and systematic study about their performance dealing
with LGDM problems yet. Even though, specific proposals for CRPs
in LGDM have been introduced [26-28], it seems necessary to make
a study about the performance of classical CRPs developed for GDM
with few decision makers to evaluate their ability and shortages in
the new contexts of LGDM. Consequently, this paper aims at devel-
oping a comparative study of different classical CRPs widely used in
the literature by using AFRYCA 2.0 [29], a framework which allows
to simulate different scenarios for GDM in which decision makers
can adapt different behaviors regarding the CRP.

With this study our goal is to answer the following questions:

1. Which is the performance of different types of classical CRPs in
the context of LGDM?
This question is two-fold:

e The number of experts involved in the GDM can influence the
performance of the consensus model, if so, at what extent?

¢ A large number of experts make easier to break the collabo-
ration contract to achieve an agreement and non-cooperative
behaviors can appear and bias the agreement. Can classical
consensus models reach consensus in such LGDM contexts?

2. Is time cost crucial in all classical CRPs to deal with a LGDM
problem?
It also implies a two-fold view:

e The number of experts involved in the GDM can imply an
increasing of time cost in the CRP, can classical consensus mod-
els manage the time cost in LGDM?

¢ What kind of consensus models deal better with the time cost
in LGDM to achieve the agreement?

By a comparative study on the performance of different existing
classical consensus models in LGDM problems, the answer of the
previous questions could be achieved, and provided some sugges-
tions and necessary conditions that should be added to consensus
models in order to manage CRPs in LGDM problems.

This paper is structured as follows: in Section 2, some basics
about GDM, LGDM, CRPs and a taxonomy of classical consensus
models are reviewed. In Section 3, the framework, AFRYCA 2.0, for
the analysis of consensus approaches is briefly introduced. Based
on this framework Section 4 introduces and develops a compara-
tive study on performance of different consensus models in LGDM.
Section 5 shows new challenges that CRPs should face to deal
with LGDM inferred from previous study. Finally, some concluding
remarks are provided in Section 6.

2. Background

In this section, GDM problems and several main concepts related
to CRPs and a taxonomy about them are reviewed. The notion of
large-scale GDM is then revised, as well as some main challenges
which experts may encounter during the CRP of LGDM problems.

2.1. Group decision making

GDM is the process of reaching a common judgment or a com-
mon solution for a decision making problem, which consists of a set
of alternatives or possible solutions, with the participation of mul-
tiple individuals. Decision making results made by multiple experts

(Wl Alternative selection
[ process

H ) expe Lo collective Exploitation solution

U1 assessmlents assessments ‘tatl i

‘ (selection alternative/s
— operator criteria)

Fig. 1. Selection process for the solution of GDM problems.

with various types of knowledge and experience are usually sup-
posed to be better compared with those made by only one expert
[3].

A GDM problem can be formally defined as a decision situation
in which there are [4]:

1. A group of m individuals/experts, E={eq, e, . . ., eém}, each one of
them has his/her own knowledge and attitude.

2. A decision problem containing n alternatives or possible solu-
tions, which is denoted by X={x1, x2, ..., Xn}.

3. The individuals/experts try to achieve a common solution.

In the common process of a GDM problem, each expert in E
expresses his/her preferences over different alternatives in X, by
means of a certain kind of preference structure. Preference Ordering
of the Alternatives |30], Utility Values/ Utility Function [31] and Prefer-
ence Relation [32] are some widely used preference representation
formats. Preference Relation is briefly reviewed below.

For each expert e; € E, construct a function ppi : X xX — D
where D is the information representation domain and ppi(x;, X) =
p;'k(l, k € {1,2,...,n})denotes the preference degree or intensity of
the alternative x; over x; in D. Then, these expert’s preferences on all
alternatives in X can be described as a matrix P! = (p;k)nxn. Depend-
ing on the information representation domain D, different types of
preference relations can be used, such as fuzzy preference rela-
tions [4,33], multiplicative preference relations [34] and linguistic
preference relations [35-39].

The most commonly used preference structure in GDM
approaches is the fuzzy preference relation associated to expert

e; represented by matrix P' = (p},) . where:

1. p;'k denotes the preference degree associated to expert e; of alter-
native x; to x;

2. D=[0, 1], that is, pi, < [0, 1];

3. pfk = 0.5 indicates indifference between x; and xy;

4, p}'k > 0.5 indicates that x; is preferred over x;. Especially, pfk =1
indicates that x; is absolutely preferred over xy ;

5. In order to obtain the consistent preference relations, it is usual
to assume the additive reciprocity property, i.e. p;'k + p;'d =1(Vl,
ke{l,...,n})

Regarding GDM solving approaches, there are two common
approaches to solve a GDM problem: a direct approach or an indi-
rect approach [8]. In the former approach, the solution can be
directly obtained based on the individual preferences of experts,
rather than constructing a social opinion first. Meanwhile in the
latter approach, a social opinion or a collective preference is com-
puted first, and it is then utilized to achieve a solution for the
problem. The classical alternative selection process for reaching a
solution to GDM problems contains two phases [40], as shown in
Fig. 1: (i) Aggregation phase: by using an aggregation operator, the
experts’ preferences are combined. (ii) Exploitation phase: by using



A. Labella et al. / Applied Soft Computing 67 (2018) 677-690 679

Problem Alternatives
oy - Moderator
o
.
Experts
e \_V, Preferences Gathering
- preferences
1sus es & C
onsensus measures
based on distances Consensus based on distance
to the collective measurement between experts
preference D
Consensus
Feedback conltrol
A4
Feedback Consensus No feedback
mechanism progress mechanism

Fig. 2. General CRP scheme.

a selection criterion, an alternative or a subset of alternatives will
be obtained as the solution for the problem.

2.2. Consensus in group decision making

If a GDM problem is solved only by the selection process, the
existence of agreement amongst experts cannot be guaranteed,
which may lead to a solution which cannot be accepted by some
experts who feel that their individual opinions have not been taken
into consideration [2]. Since a high level of acceptance degree by
the whole group could be critical in a number of real-life GDM
problems, it is necessary to add a phase so-called “consensus” to
the resolution process for GDM problems. A CRP is a dynamic and
iterative process consisting of several rounds of discussion, it is
designed to reach a compromise before making a decision [2,9].
Reaching consensus implies that experts should modify their ini-
tial opinions throughout the CRP in order to bring them closer to
the opinions of the rest of the group. The term consensus can be
defined to refer to “the mutual agreement produced by consent of
all memberships in a group or between several groups” [9]. The con-
cept of consensus has been interpreted from various perspectives,
from unanimity to some more flexible interpretations consider-
ing different degrees of partial agreement [41]. As one of the most
accepted approaches to soften the concept of consensus, the notion
of soft consensus which is defined as “most of the important individ-
uals agree with almost all of the relevant opinions”, was introduced
by Kacprzyk et al. based on the concept of “fuzzy majority” [4].

The process of reaching consensus is usually coordinated by a
human figure known as moderator. The moderator takes responsi-
bility for supervising and guiding the discussion amongst experts
[2,9]. A general CRP scheme followed by a large number of consen-
sus models consists of four main phases (see Fig. 2):

1. Gathering preferences The preferences of each expert are pro-
vided and collected in this phase.

2. Consensus measurement The moderator makes use of experts’
individual preferences to estimate the current group agreement
level by consensus measures. Based on the type of computations
and information fusion procedures applied to measure consen-
sus, the existing consensus measures have been classified by
Palomares et al. [42] into two categories:
¢ Consensus measures based on distances to the collective pref-

erence: In this case, firstly a collective preference should be
computed by aggregating all individual preferences of experts,
then the consensus degrees are obtained by computing the dis-

tances between each individual preference and the collective
preference [37,43,44].

e Consensus measures based on distances between experts: In
this case, firstly the similarity values between each different
pair of experts in the group should be calculated based on
the similarity/distance metrics, then the consensus degrees are
obtained by aggregating these similarity values [18,45-47].

3. Consensus control The consensus degree obtained previously
is compared with a threshold value p € [0, 1], which indicates
the minimum value of acceptable agreement. If the consen-
sus degree exceeds the threshold value, u, means that the
desired consensus has been achieved, the group moves into the
selection process; otherwise, another discussion round should
be carried out. It is worth noticing that another threshold
value maxrounds e N, which indicates the maximum number of
allowed rounds can be introduced in order to prevent a never
ending process.

4. Consensus progress A procedure should be adopted to increase
the level of agreement throughout the discussion rounds of the
CRP. The procedure can also be classified into two categories
[42]:
¢ Traditionally, such a procedure incorporates a feedback gen-

eration process, in which the moderator identifies the farthest
assessments from consensus and then advises them to modify
their assessments in the direction to increase the consensus
degree in the following rounds [9,41]. Each expert has the
responsibility to modify his/her own assessments to get close
to the collective preference.

Some other consensus models employ a procedure without a

feedback generation process, by implementing approaches in

which the experts’ assessments can be updated automatically

to increase consensus in the group [44,48,49].

A lot of different consensus approaches have been proposed
during the past decades. So far, various criteria have been used to
categorize different consensus approaches, such as the reference
domain used to compute the soft consensus measures, the coinci-
dence method used to compute the soft consensus measures, the
generation method of recommendations supplied to the experts
and the kind of measures used to guide the CRP [11]. In this paper
it is utilized the categorization introduced in [42] that considers
two types of consensus measures and two classes of consensus
progress procedures to propose a taxonomy for consensus models,
graphically shown in Fig. 3:
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Fig. 3. A taxonomy of approaches for consensus reaching.

Q;: Consensus models with feedback mechanism and a con-
sensus measure based on computing distances to the collective
preference.

Q;: Consensus models with feedback mechanism and a consen-
sus measure based on computing pairwise similarities.

Q3: Consensus models without a feedback mechanism and with
a consensus measure based on computing distances to the collec-
tive preference.

Q4: Consensus models without a feedback mechanism and with
a consensus measure based on computing pairwise similarities.

2.3. Large-scale decision making and its challenge in consensus

Current technological and societal demands have made neces-
sary to make decisions in which a huge amount of participants take
part. As a result, LGDM which indicates GDM with a larger number
of individuals/experts, attain a greater importance. The presence of
a larger number of participants could definitely increase the com-
plexity of a given problem. So far, studies on LGDM concentrate on
four categories, i.e., cluster methods in LGDM, CRP in LGDM, LGDM
methods, and LGDM support systems [50].

Two main differences between classical GDM and LGDM are: (1)
the number of decision makers and the amount of information in
the latter case is larger; (2) in LGDM, more time is needed to achieve
a final decision, especially when agreement is required.

Some of the challenges that CRPs should face caused by LGDM
problems are the following ones:

1. Non-cooperative behaviors: Since the amount of decision mak-
ers is very large in a LGDM problem, experts cannot cooperate
to achieve an agreement. Two typical non-cooperate experts’
behaviors in a LGDM problem are described below and noted
in this paper as follows;

e Refuse behavior (see Fig. 4): After receiving some suggestions
to get closer to the group opinion, the individuals/experts may
refuse to change his/her initial preference.

e Defense behavior (see Fig. 5): In this case, the individ-
uals/experts may change his/her initial preference in an
opposite direction in order to bias the consensus.

This paper also refers to the cooperative behavior of experts
as accept behavior, which indicates the expert will accept the
suggestions to get closer to the group.

2. Subgroup behaviors: Non-cooperative behavior may be no longer
justa personal behavior in LGDM. In other words, when CRPs are
carried out in large-scale contexts, there may exist some sub-
groups of experts who have similar interests and do not want to
change their initial positions. They may collaborate to break the
collaboration contract [41] at some stage, by refusing to modify
their preferences [27], or by moving their preferences on the
contrary way in order to bias the final solution for the GDM
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| prefer to stay
unchanged!

Fig. 4. Refuse behavior.
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Fig. 5. Defense behavior.

problem [51]. Hence, it is critical to identify timely and dispose
effectively these subgroup non-cooperative behaviors to ensure
correct CRPs development.

3. Minority opinions: In order to ensure a correct decision result,
Xiong et al. [52] spoke highly of the importance of minority opin-
ions in the CRPs and proposed a consensus mechanism to protect
such opinions. However, it will be much more difficult to take
into account all the minority opinions in a large group situation.

4. Supervision: The need for constant human supervision for pref-
erences by either the moderator or experts during the CRP will
be much more complex in a LGDM problem [22,26,53,54].

Other difficulties caused by time cost in a LGDM problem which
must be considered in consensus models may be the following
ones:

1. Some emergency decision problems ask for a relatively sat-
isfactory result within a short time, which requires effective
coordination of the non-cooperative behaviors mentioned above
[55]. In LGDM, the existence of non-cooperative behaviors and
group non-cooperative behaviors indicate higher time cost in
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CRPs. Then the issue of balancing the relationship between deci-
sion quality and time invested emerges.

2. Under a consensus model with feedback mechanism, time cost of
supervising and modifying opinions might not only increase the
CRP’s discussion rounds considerably in LGDM, but also lead to a
result that some experts may lose their motivation and interest
and then eventually abandon the discussion process [41].

3. The phenomenon that human moderator may tend to consider
the opinions of his/her own interest would be more apparent
and serious in large-scale decisions, since they need to save time
cost. This phenomenon implies that real consensus cannot be
reached by the whole group [41]. Although some existing CSSs
have took place of human moderator in order to prevent con-
stant supervision by the human moderator [21,22,53], dealing
with large-scale CRPs still requires the development of more
appropriate architectures that manage the large amount of infor-
mation efficiently.

3. A framework for the analysis of consensus approaches:
AFRYCA 2.0

Our paper aims to analyze the performance of different classi-
cal consensus models in LGDM problems and the development of
this task is not simple, specially when it is necessary to take into
account a large number of experts in the CRP. The necessity of a
suitable tool which allows to simulate the performance of the dis-
tinct consensus models and the behavior of the experts who take
part in the CRP, is clear to achieve our objective. For this reason,
this section revises briefly a software so-called, A Framework for the
analYsis of Consensus Approaches (AFRYCA) [42], that will be used
to carry out the simulation of CRPs and the solving process of GDM
problems by using different consensus models proposed in the lit-
erature. Specifically, the latest version of this software, AFRYCA 2.0
[29], is used to simulate different experts behavior patterns during
the CRPs. In technological terms, AFRYCA 2.0 is a component-based
application which has been developed by using Eclipse Rich Client
Platform (Eclipse RCP) [56], a platform to build and deploy desktop
rich client applications easy to maintain and extend. AFRYCA 2.0
[29] uses more than 40 components which are grouped in six types
(see Fig. 6):

e Graphical User Interface (GUI): Components which allow to inter-
act with the framework.

e Statistical environments: Two statistical environments are
included in AFRYCA 2.0, R! and a native statistical environment.
They are able to carry out Multi-Dimensional Scaling (MDS) of the

1 https://www.r-project.org/.
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preferences and the simulation of behavior patterns by means
of probability distributions. The statistical environment can be
selected during the runtime of the program.
Metrics: Components to analyze several consensus models and
the CRPs performance.
Behavior patterns: Components which simulate expert’s behavior
regarding the advice received. AFRYCA 2.0 includes two behav-
ior patterns: (1) the standard behavior pattern (see Fig. 7), which
simulates behaviors of experts accept/refuse suggestions; (2) the
standard with adverse behavior pattern (see Fig. 8), which allows to
simulate behaviors of experts accept/refuse/defense recommen-
dations.
Models: Components which implement consensus models pro-
posed in the literature. Each component corresponds to a
consensus model and it includes the different phases and param-
eters considered in such a model. AFRYCA 2.0 implements eight
consensus model components [26,28,31,57-61]. Furthermore, to
carry out this paper, another consensus model has been included
in AFRYCA 2.0 [62].
e Core: Components which implement the main features of AFRYCA
2.0 such as, preference generator, consensus engine, etc.

Therefore AFRYCA components provide different functionalities
that can be used for:
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Table 1
Behaviors default values.

Standard Standard with adverse
p 0.5 0.5
c - 0.25
" 0.05 0.05
Size 0.2 0.2

e The performance analyses of consensus models to analyze their
advantages and weaknesses.

e Performance analysis of a consensus model under different situ-
ations by using its setting configuration.

e Selection of the most suitable consensus model for a specific type
of GDM problem through its results reporting.

e Easy comparison of different consensus models by using the
graphical interface.

AFRYCA 2.0 allows to carry out experiments with different con-
sensus models implemented in the framework. It is possible to
evaluate and compare the performances of different consensus
models in LGDM by AFRYCA 2.0, since it provides important infor-
mation such as initial consensus degree, final consensus degree,
ranking of alternatives and final solutions. Furthermore, AFRYCA
2.0 is able to show graphically the state of the experts’ preferences
for each round by means of a graphical 2-D representation, with
MDS [63] (see Fig. 9).

When using AFRYCA 2.0 to simulate the resolution of a GDM
problem with a consensus model implemented, the methodology
can be divided into 5 steps:

1. Framework defining: A specific example of GDM problem should
be settled, to be solved by applying the pre-selected consensus
model.

2. Model choosing: A consensus model is chosen from those
included in the framework.

3. Parameters configuration: Configure the parameters for the con-
sensus model and behaviors of experts, such as consistency of
generated preference relations, consensus thresholds, aggrega-
tion operators, etc.

4. Simulation of the CRP: Once the consensus model settings are
fixed, the CRP should be carried out.

5. Alternative selection process and analysis of the results.

In AFRYCA 2.0, two behaviors patterns can be simulated (see
Figs. 7 and 8). In the standard behavior pattern, the experts are
allowed to accept/refuse suggestions. In the standard with adverse
behavior pattern, the experts are allowed to accept/refuse/defense
suggestions. To carry out such behaviors different aspects are taken
into account in AFRYCA 2.0:

¢ In the standard behavior pattern, the probability for experts to
accept suggestions has been simulated by a binomial probability
distribution, which is configured by a parameter p.

¢ In the standard with adverse behavior pattern, besides the refuse
behavior, the defense behavior has also been taken into consid-
eration. Hence, besides parameter p mentioned above, a new
parameter ¢ will be added to configure another binomial prob-
ability distribution, which is used to simulate the probability for
experts to move into an opposite direction of suggestions.

Although all parameters can be configured in AFRYCA 2.0, this
framework has been defined with some default values (see Table 1).

4. Comparative study on the performances of classical CRPs
models in LGDM

In this section, a comparative study on the performance of
classical CRPs models in LGDM is carried out. First, different repre-
sentative consensus models with different features are selected for
the study. Second, it is necessary to describe the LGDM scenarios
in which the comparative study will be developed. Afterwards, the
simulation by using AFRYCA 2.0 will be carried out for all models in
each scenario defined previously; obtaining different results that
will be analyzed for each consensus model in order to find out nec-
essary conditions to reach consensus in LGDM problems. And from
such individual analyses a comparative analysis among all models
is performed. Eventually, previous study will support us to obtain
key characteristics that may be necessary to add to classical CRPs
for dealing successfully with LGDM problems. In this way, if it is
possible, managers/decision makers will be able to select suitable
classical consensus models for LGDM, and even construct some new
appropriate consensus models which fit such a type of problems.

4.1. Choosing classical CRPs for study

Due to the multiple proposals introduced in the specialized liter-
ature to carry out CRPs in GDM before developing our comparative
study it is necessary to choose several classical CRPs to show their
performance in LGDM. Therefore for such a selection and accord-
ing to the taxonomy revised in Fig. 3 from [42], one representative
model from each quadrant is selected:

e Representative model in Qq: consensus model with a feedback
mechanism and a consensus measure based on computing dis-
tances to the collective preference. The model selected was
proposed by Herrera-Viedma et al. in [31], it has been selected
because:

O It follows the soft consensus view [11].

O It is the first attempt to use proximity measures taking place
of the moderator.

O Both consensus measure and proximity measures are based on
the comparison of the individual solutions and the collective
solution.

O The comparison for alternatives is done by comparing the posi-
tion of the alternatives in each solution, which allows us to
know the real consensus situation in each moment during the
consensus process.

O Itallows experts to express their preferences by using different
preference structures and then uniform diverse preferences
into fuzzy preference relations.

The Herrera-Viedma et al.’s consensus model needs several

parameters, for its implementation in the simulation framework,

which are briefly introduced here (see [31] for further detailed
descriptions):

- B: parameter to control the OR-LIKE of the aggregation operator

that computes the global consensus degree.

- Aggregation quantifiers: parameters of the linguistic quantifier
used to compute the collective preference by means of the OWA
operator.

- Exploitation quantifiers: parameters of the linguistic quantifier
used to compute dominance and non-dominance degrees and
conduct preferences of experts into preference orderings.

Representative model in Q,: consensus models with a feedback

mechanism and a consensus measure based on computing pair-

wise similarities. The model selected is the proposed by Chiclana
etal.in [57], because:

e [nitially it was introduced as a framework for integrating indi-
vidual consistency into a consensus model.
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¢ [t has been the basis for further extensions for AHP consensus
models introduced by Dong et al. [64].

e Also it has been the basis for a linear optimization model for
reaching consensus proposed by Zhang et al. [62].

Similarly to the previous model, Chiclana et al.’s one needs
also several parameters for the simulation (further detail about
parameters in [57]):

- B: consistency threshold for preferences.

- 61, low consensus threshold: if consensus degree is lower than
this value, a low consensus preference search is applied.

- 6, medium consensus threshold: a medium or high consen-
sus level is applied depending on whether consensus degree is
lower or higher than this value, respectively.

Representative model in Q3: consensus models without a feedback

mechanism and with a consensus measure based on computing

distances to the collective preference. In this case, two models
proposed by Wu et al. in [58] and Xu et al. in [60] are selected
because they have similar characteristics, but the former one
deals with individual consistency and it is worthy to analyze in
this type of consensus models. Therefore, we preferred in this
case to study both of them because due to the lack of feedback

mechanism their simulation will be easier (see Remark 1):

¢ Both models considered are simple and straightforward.

e These two consensus models can be easily extended with dif-
ferent features generalizing them.

¢ In the achievement of a predefined consensus level, each indi-
vidual preference relation is still ensured to be of acceptable
consistency [58].

¢ Both the individual consistency and the group consensus are
stressed in the consensus process introduced in [58].

Some parameters in Wu et al.’s consensus model are necessary
for its simulation (please refer to [58] to see detailed descrip-
tions):

- CI: individual consensus threshold.

- B: update coefficient for assessments.

- W;: experts weights.

The parameters for Xu et al.’s consensus model are shown
below (see [60] for further detail):

- CI: individual consensus threshold.

- y: group consensus threshold.

- W;: experts weights.

e Representative model in Q4: consensus models without a feedback
mechanism and with a consensus measure based on computing
pairwise similarities. The model selected in this case is proposed
by Zhang et al. in [62], because:

e [t optimally preserves the original preference information
when constructing individual consistency and reaching con-
sensus.

¢ This model extends the consistency-driven consensus model of
Chiclana et al. to ensure a minimum cost of modifying prefer-
ences.

e Jtcanbe used not only for conducting the CRP, butalso toreacha
high level of consistency for each individual preference relation.
The parameters necessary in Zhang et al.’s model for the simu-

lation are (see [62] for detailed descriptions):

- cl: consistency level for each preference. The expert’s pref-
erences change and each one has to reach this minimal
consistency threshold.

- ccl: consensus consistency level. The consensus among the
different preferences have to reach this minimal consensus
threshold.

4.2. LGDM scenarios

Earlier it was pointed out that LGDM problems present several
challenges. One of the most important is the different behaviors
which appear in the CRP, due to the large numbers of experts
involved in it. It is vital to take into account that many experts can
present a non-cooperate behavior in real life and, although these
experts can refuse the suggestions provided or even go in an oppo-
site direction of the suggestions, they can never been ignored in
the evaluation of CRP in LGDM. For this reason, it is necessary to
define different scenarios which adjust to these challenges by sim-
ulating different behaviors. In this way, different simulations as
real as possible are proposed. AFRYCA 2.0 first generates consis-
tent fuzzy preference relations, according to [65], for the experts
involved in the LGDM and then it will develop the consensus sim-
ulation in the following three scenarios (initial preferences are the
same for all simulations):

e Scenario 1: In this scenario, all experts accept all the recommen-
dations. This kind of scenario is the ideal one but not very common
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in real world problems. It is interesting check how classical con-
sensus models work with favorable conditions.

e Scenario 2: In this scenario, 80% of the experts accept all the rec-
ommendations. On the other hand 20% of the experts present a
defense behavior.

e Scenario 3: In this scenario, 70% of the experts accept all the rec-
ommendations. On the other hand 20% of the experts refuse the
suggestions and the 10% of the experts present a defense behav-
ior.

Remark 1. Itisimportant to highlight that those consensus mod-
els without feedback will perform similarly in the three scenarios
because they do not consider the experts’ opinions after round one
and then, the experts’ behavior is not meaningful in their perfor-
mance.

4.3. Results and analysis

This section presents an experimental study to compare the
performance of different consensus models in LGDM, during the
resolution of GDM problems with a large amount of experts.

Therefore, let us suppose the following LGDM problem: the
International Olympic Committee organizes a special committee
which is composed of 30 members from all over the world E = {eq,
ey, ..., €30}, to make a decision on the place where the Olympic
Games in 2040 will be held. It is final selection round and there are
only four candidate cities: X= {x;: Paris, x,: Tokyo, x3: Madrid, x4:
New York}.

All preferences are expressed as fuzzy preference relations gen-
erated by AFRYCA, the corresponding data sets are available in
the public access of AFRYCA website.? To find a satisfactory solu-
tion for this problem, the consensus threshold and the maximum
consensus discussions rounds in the CRP are set as pw=0.85 and
maxround =30 respectively. Maxround has been selected for sake
of clarity about consensus models performance, but usually is much
smaller. Hence, if the consensus threshold, u, is not reached after
30 discussion rounds, the simulation stops and then the results at
that round are shown indicating that the consensus has not been
reached.

This comparative study is carried out on the previous LGDM
problem, such that the five consensus models selected in Section
4.1 will be applied to it taking into account the different scenarios
of application.

Remark 2. Wau et al.’s model measures consensus with Individ-
ual Consensus Indices ICI(P;)=d(P;, P.) for each e; € E [58], and Xu
et al.’s model measures consensus with Group Consensus Index
(GCI)[60].To facilitate the comparative analysis in this section, ben-
efiting from the idea in [42], the consensus degrees for Wu et al.’s
model and Xu et al.’s model are given by 1 — max; ICI(P;) and 1 — GCI,
respectively.

For each simulation performed, experts behaviors have been
configured with the parameter values shown in Table 1. The con-
sensus models have been configured with the parameter values
shown in Table 2. Results of the LGDM problem resolution with dif-
ferent consensus models are shown in Tables 3-5, keeping in mind
that the resultsin Table 5 are not sensitive to experts’ behaviors (see
Remark 1).

4.3.1. Analysis for each representative model
Here a single analysis for each consensus model according to
its performance in the different scenarios for the LGDM problem

2 http://sinbad2.ujaen.es/afryca/.

is developed. Such an analysis consists of a brief explanation of
the results obtained with their graphical visualization together an
analysis of its performance inferring the main advantages and dis-
advantages of each model.

e Herrera-Viedma et al.’s model [31]
O Simulation results:

This model reaches consensus in the three scenarios evalu-
ated, even when there exists non-cooperative behaviors such
as in scenarios 2 and 3 (see Fig. 10). Evidently such non-
cooperative behaviors may imply more discussions rounds
(Scenario 3 needs 8 discussion rounds, others only 6).

The ranking of alternatives and the solution set of alternatives
in all the scenarios are the same which shows that model is
robust and coherent in their consensus process.

O Analysis:

It is worth noticing that this model weights the alternatives
for computing the consensus measure by using S-OWA OR-LIKE
operator [66]. By using a parameter S, that bounds the impact
of non-cooperative behaviors to a certain degree.

That is the reason why the simulation results in Scenar-
ios 1, 2 and 3 have similar performances. However, it should
be remarked that experts’ consensus degree on each alter-
native is based on an average operator that does not weight
expert’s behavior in the CRP process. Hence, the impact of non-
cooperative behavior is limited to some extent but not in a
general way. If we look carefully at Fig. 10 some experts, in
Scenarios 2 and 3, seems to be quite far away from mutual
agreement. Therefore, to show the good performance of the
model is limited, we carried out a new simulation in which
the consensus threshold was fixed as ;£ =0.9, in such a case the
scenario 2 could not reach consensus after maxrounds =30 (see
Fig. 11), due to the averaging process is not enough for this
situation.

Based on previous analysis, in order to guarantee a robust and
correct performance of this model in LGDM, it is necessary the
weighting of the set of alternatives and include some penaliza-
tion in the computation of the consensus degree to decrease
the impact of behaviors in Scenarios 2 and 3.

O Advantages:

Benefiting from the simulation results and the analysis, it can
be seen that the performance of Herrera-Viedma et al.’s model
in this LGDM could be good because:

- The existence of refuse and defense behaviors can be man-
aged by using S-OWA OR-LIKE operator but not in all
situations;

- The decision results tend to be robust in different scenarios.

- The number of discussion rounds necessary to reach consen-
sus is relatively small taking into account the LGDM problem.

e Disadvantages:

- As is shown in Fig. 10, although the model reaches the con-
sensus, there are some experts far away from the mutual
agreement, which indicates that the final consensus is
reached by ignoring some experts’ opinions.

- The weighting of alternative set versus the weighting of
experts regarding their behavior can lead to deadlock situ-
ations in which agreement is not reaching.

e Chiclana et al.’s model [57]
e Simulation results:

Unlike the previous one, this model just reaches the consen-
sus within the maxrounds in Scenario 1 with 13 rounds, but not
in Scenarios 2 and 3 in which not all experts accept suggestions
from feedback process. Additionally, the ranking obtained by
the model in different scenarios and solution set are not robust.
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Wau et al. [58] Xu et al. [60] Zhang et al. [62] Herrera-Viedma et al. [31] Chiclana et al. [57]
n=0.85 ©n=0.85 n=0.85 n=0.85 1n=0.85
p=038 y=02 cl=0.95 B=0.8 B=0.8
Cl=0.15 Cl =0.15 ccl=0.85 Aggregation quantifier = Fpost 6:=0.7
wi=5,i=1,...,30 wi=4,i=1,...,30 Exploitation quantifier = Fos many as possible 0,=0.8
Table 3
CRP simulations results with Herrera-Viedma et al.’s model [31].
Herrera-Viedma et al. [31] Initial consensus degree Final consensus degree Number of rounds Ranking Solution
Scenario 1 0.61 0.87 6 X1 >X >X3 > X4 X1
Scenario 2 0.61 0.86 8 X1 > X > X3 > Xg X1
Scenario 3 0.61 0.85 8 X1 > Xy > X3 > X4 X1
Table 4
CRP simulations results with Chiclana et al.’s model [57].
Chiclanaetal. [57] Initial consensus degree Final consensus degree Number of rounds Ranking Solution
Scenario 1 0.603 0.855 13 X1 > X4 > X2 > X3 X1
Scenario 2 0.603 0.72 - X4 > X2 > X1 > X3 X4
Scenario 3 0.603 0.703 - X4 > X3 > X1 > X3 X4
Table 5
CRP simulations results with no feedback consensus models.
Models without feedback Initial consensus degree Final consensus degree Number of rounds Ranking Solution
Wu et al. [58] 0.568 (0.432) 0.72 (0.28) - X1 > X2 = X4 > X3 X1
Xu et al. [60] 0.303 (0.697) 0.876 (0.124) 4 X1 > X2 > X4 > X3 X1
Zhang et al. [62] 0.605 0.85 1 X1 >X2 > X3 > X4 X1
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Fig. 11. MDS visualization of CRP using Herrera-Viedma et al.'s model [31] with a consensus threshold 0.9.
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Fig. 12. MDS visualization of CRP using Chiclana et al.’s model [57].

In Fig. 12 can be seen that model cannot effectively manage

non-cooperative behaviors of Scenarios 2 and 3.

Analysis:

This model deals with consensus at different levels: relation,
alternatives and pair of alternatives. The consensus on the rela-
tion is calculated based on the average of all alternatives, and
the consensus on alternatives is calculated based on the aver-
age of the consensus on pairs of alternatives. The weights of
experts have been neither determined nor updated based on
their behaviors during the CRP when people calculate the con-
sensus. Besides, the proximity degree is calculated in a similar
way of the consensus degree based on an average operator,
there are not any mean to detect and deal with non-cooperative
behaviors during the feedback process, that is the reason why
the existence of non-cooperative behaviors leads to deadlock in
the consensus process. However, in lots of practical situations
of LGDM problems, experts’ non-cooperative behaviors cannot
be avoided. Hence, the current model need improvements to fit
real-world LGDM problems.

Advantages:

- Inthe ideal situation when all experts accept suggestions, the
consensus can be successfully reached within several discus-
sion rounds but more than previous model;

- Determined by the construction of the model which adopts
different feedback methods when reaching different consen-
sus degrees, the CRP saves human-being efforts to a certain
degree by limiting the rounds for specific experts to change
their preferences;

Disadvantages:

- The existence of non-cooperative behaviors is not well man-
aged by the model and leads to situations in which the
consensus cannot be reached;

e Wu et al.’s model [58]

Simulation results:

Taking into account Remark 1, this model does not consider
experts’ behaviors because there is not a feedback mechanism
in the model. Therefore, the results shown Fig. 13 are the same
for the three scenarios, and it can be seen that the model can-
not reach the consensus threshold, &, in any of them within
maxrounds.

e Analysis:

Due to the fact that in this model just one expert’s preferences
are changed in each round, the consensus process is very slow
for LGDM and then a large amount rounds of changing will be
needed to reach the consensus threshold by the group.

¢ Advantages:

- Behaviors not affect to the CRP;

- This model considers not only the group consensus, but also
the individual consistency at the same time.

e Disadvantages:

- Each round changes only one expert’s preferences, which
result in a slow process to achieve agreement, especially in
large-group problems.

- Due to the consensus process in this model, it might happen
that expert’s preferences close to the collective preference
should be changed, because the expert is the farthest from
the group.

- This model ignores real experts’ preferences because there
is not a feedback mechanism that guides experts to express
their genuine modified preferences.

e Xu et al.’s model [60]

e Simulation results:

Similarly to the previous model, the results in Fig. 14 are
valid for all scenarios (see Remark 1). In this case the consen-
sus model reaches the consensus threshold, p, with just four
rounds.

® Analysis:

- This consensus model carries out the consensus progress
without feedback mechanism but unlike the Wu et al.’s
model, in this case the experts’ preferences changed in each
round are much more than in [58].

- These changes are carried out based on a group and individual
indexes that optimize the distances among experts by means
of a quadratic program, which makes the CRP more efficient
to reach the consensus threshold.

e Advantages:

- Its efficiency to reach consensus within few rounds due to
the mathematical programming process.

- Behaviors not affect to the CRP.

e Disadvantages:
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- It does not consider the individual consistency to reach the
consensus despite no experts’ uncertainty is involved in the
revised preferences.

- As a consensus model without feedback, it ignores real
experts’ preferences.

e Zhang et al.’s model [62]
e Simulation results:

This model is the last one with no feedback and again all sce-
narios obtain the same results graphically shown in Fig. 15. It
is remarkable that this model reaches the consensus threshold,
M, justin 1 round, because it just looks for the preferences that
achieve an agreement by means of a linear optimization model.

e Analysis:

In spite of this simulation the model performs quite well, we
should be aware that this model presents an important risk,
because the linear optimization model utilized for computing
and controlling the consensus process, might be irresolvable
and hence other model should be applied to achieve the agree-
ment.

e Disadvantages:

- Since the restrictions of linear optimization model are very
strict, it is hard to determine when a consensus threshold can
be reached a priori.

- Despite some experts’ preferences are substantially changed,
itignores real experts’ preferences, that it isa common draw-
back of consensus models without feedback;

- In Zhang et al.’s model, the time cost is highly dependent on
the number of experts, so this model presents an important
problem of scalability.

4.3.2. Comparative analysis

Taking into account research questions introduced in Section
1 and looking at the previous results as a whole. There are some
important issues that should be stressed:

e Even though consensus models without feedback mechanism are
not affected by non-cooperative behaviors like the models with
feedback, the former ones with their automatic changing strate-
gies highly impact on the expert’s preferences changing many of
them in each round that can initially seem more suitable for the
context of LGDM to reach the consensus threshold, but even these
models might not be able to achieve the consensus threshold, u
established in the LGDM, either. They face the scalability problem
with more difficulties in LGDM than the latter models because
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of their mathematical background to carry out the consensus

progress. Eventually the large modification of experts’ prefer-

ences in such a type of problems without considering experts’
genuine opinions can lead to decisions not accepted by the large
group.

Due to the fact of unaccepted decisions by experts within the

large group, it should be considered the use of consensus models

for LGDM despite could be less efficient to achieve the agreement.

But in such cases experts can perform refuse/defense behaviors

not only just in one round, but also across the whole consen-

sus process. Therefore, the performance of classical consensus
models with feedback mechanisms in LGDM with this real-world
circumstances in which the consensus model cannot reach an
agreement because these experts does not follow the collabo-
ration contract [41] such as it happens in [31,57] although the

Herrera-Viedma’s model shows a better management of LGDM,

even with non-cooperative behaviors, and seems promising to

deal with any LGDM problem with just some adjustments.

e Comparing the performances of Herrera-Viedma et al.’s model
and Chiclana et al’'s model in Scenarios 2 and 3, it seems clear
that the use of weighting processes for computing consensus
fits better LGDM problems, hence it appears the opportunity
to revise/penalize weights for experts based on their behaviors
during the CRP when calculating the collective preference can
improve the performance to ensure the reaching of the consensus
threshold in these models.

e Analyzing Figs. 10-12 it is easy to see that models with feed-
back from experts face the non-cooperative behaviors and when
they are able to reach the consensus threshold, several experts
are still far away from the mutual agreement and that is the rea-
son that sometimes agreement is not possible to reach. However,
when models without feedback reach the consensus threshold
the cohesion of the different experts is higher. This issue is quite
interesting for further analysis later on.

5. New challenges

As it is revised in Section 2, CRPs needs to deal with several
challenges and difficulties when they are applied to LGDM prob-
lems that have already been noticed by experts, such as the higher
time consuming, the need for more time on constant preferences
supervision and the higher complexity with respect to dealing with
experts’ non-cooperative behaviors. All these challenges have been
clearly visualized in the case study. To overcome these challenges,
Palomares et al. [27] provided several tools to detect and manage
the non-cooperative behaviors in the context of LGDM:

e A fuzzy clustering-based scheme was used to detect non-
cooperating individuals or subgroups in their research. In [28]
was proposed an extended method to manage participators’
behavior in CRP in LGDM, in which, a weighting approach coor-
perates with uninorm aggregation operator which determines
the importance weights of participators according to their over-
all behavior across the CRP, and thus overcomes the shortage
in [27] in which the participators’ importance weights cannot
be increased again, even though they change their attitudes and
decide to adopt more cooperating behaviors.

e Palomares et al. [26] proposed a semi-supervised multi-agent
system which reduces time cost of preference supervision and
allows experts to revise preferences manually when human
supervision is convenient and necessary, which can be regarded
as a consensus model with semi-feedback mechanism.

According to our previous study, it is clear that not all the
classical consensus models are appropriate for managing LGDM

problems. Therefore, although new consensus models are nec-
essary to deal with LGDM, first it should be analyzed if the
improvement of classical existing models is a better way to face
the challenges of LGDM. Some models can be easily improved to fit
the context of LGDM, whereas others can be too much complex and
maybe it is better to design other type of specific consensus models
for LGDM.

By studying the different performances of the consensus models
in the comparative study, it can be observed several key condi-
tions that can be added to consensus models in order to manage
LGDM problems in a suitable way. These new conditions can be
summarized as below:

1. For consensus models with feedback mechanism:

e Weighting measures: Consensus and proximity measures based
on the distance offer an easier and effective way to weight
the experts based on their behaviors during the CRPs when
calculating the collective preference.

o Weighting alternatives: If alternatives are also weighted when
calculating the consensus measure the convergence to consen-
sus threshold could be quicker.

2. For consensus models without feedback mechanism:

e Automatic changing scheme: It should be able to manage multi-
ple experts’ opinions at each round otherwise it is not adequate
for LGDM problems.

e Flexibility: The conditions of optimization models should be
flexible enough to reach consensus when they are used to deal
with LGDM problems.

From the results and analyses obtained in the comparative study
together the previous conditions, we can figure out several new
challenges which should be faced by consensus models within
LGDM problems in the future:

1. Weighting processes:

e Within consensus models with feedback mechanism, different
weighting mechanisms not only for experts but also for alter-
natives can provide suitable ways to penalize non-cooperative
behaviors in LGDM.

2. Optimization models:

e Within consensus models with feedback mechanism, they
should consider seriously time cost for consensus models in
LGDM.

¢ The restrictions should be decreased or make more flexible in
order to adapt them to LGDM, otherwise they become irresolv-
able.

3. Hybrid consensus models:

e According to our intuition and the visualization of the dif-
ferent models in the previous study, it makes sense to
think that in real-world LGDM, it may be useful the use of
models without feedback mechanism when there is a cohe-
sive group/subgroup and models with feedback when the
group/subgroup is diverse.

4. Time cost versus experts’ willingness:

¢ Setting up consensus models for LGDM considering experts’
real willing and keeping or decreasing the time cost at the same
time is a promising research topic.

6. Conclusions

The need of solving LGDM under agreement demands CRPs
able to deal with these problems. Even though a few new spe-
cific proposals of CRPs for LGDM have been done, there have not
been carried out so far a study about the performance of classical
CRP models designed for GDM problems with a small number of
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experts within LGDM problem. Therefore, this paper has utilized
the consensus simulation framework AFRYCA 2.0 to carry out a
comparative study of different types of classical CRPs in different
scenarios that are similar to the ones that can be found in real-world
LGDM.

From the results obtained, it is clear that the straightforward
application of such classical consensus models to LGDM is not
always working well, but some models can be easily adapted to
deal with LGDM with some improvements that have been pointed
out in the analyses provided across the paper.

Finally, some new challenges, that consensus models should
cope with in LGDM problems, have been elicited to show their
needs if they want to obtain successful results in their performance.

As future research it should be interesting carry out specific
analysis of consensus models, such as [12,21,39,48], in addition to
the a general study.
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ARTICLE INFO ABSTRACT

Nowadays due to the social networks and the technological development, large-scale group decision making (LS-
GDM) problems are fairly common and decisions that may affect to lots of people or even the society are better
accepted and more appreciated if they agreed. For this reason, consensus reaching processes (CRPs) have at-
tracted researchers attention. Although, CRPs have been usually applied to GDM problems with a few experts,
they are even more important for LS-GDM, because differences among a big number of experts are higher and
achieving agreed solutions is much more complex. Therefore, it is necessary to face some challenges in LS-GDM.
This paper presents a new adaptive CRP model to deal with LS-GDM which includes: (i) a clustering process to
weight experts’ sub-groups taking into account their size and cohesion, (ii) it uses hesitant fuzzy sets to fuse
expert’s sub-group preferences to keep as much information as possible and (iii) it defines an adaptive feedback
process that generates advice depending on the consensus level achieved to reduce the time and supervision
costs of the CRP. Additionally, the proposed model is implemented and integrated in an intelligent CRP support
system, so-called AFRYCA 2.0 to carry out this new CRP on a case study and compare it with existing models.

Keywords:

Large-scale group decision making

Consensus reaching process

Clustering

Hesitant fuzzy sets

Sub-group weight

Intelligent consensus reaching process support
system

1. Introduction

A recent and challenging problem in the decision making field,
driven by the current technological developments (social networks,
P2P) and societal demands (e-group shopping, group marketing), is the
engagement of a large number of people in different decision problems.
Consequently, large-scale group decision making (LS-GDM) is becoming
an important topic in the decision making field [26-28,47]. Unlike
classical GDM problems in which a decision framework with a few
number of experts is assumed, LS-GDM problems deal with a large
number of experts (in [10] was pointed out more than 20 experts, but
here we may assume several hundreds even thousands). This situation
implies new challenges pointed out in previous researches in this topic
[24,33,35], such as: (i) Scalability, (ii) Time cost, (iii) Constant pre-
ference supervision, iv) Stronger disagreement positions, v) Difficulties
to understand/visualize current state of agreement, etc.

The study of LS-GDM has been mainly focused on four major topics:

® Clustering methods in LS-GDM [26,53].

e Consensus reaching processes in LS-GDM [34,48,49].
e LS-GDM methods [27,28].

e LS-GDM support systems [8,35].

* Corresponding author.

Due to the fact that, consensual decisions for conflicting problems
that may affect groups of people are better adopted and much more
appreciated [13], the study and development of consensus reaching
processes (CRPs) for GDM has been then a fruitful, interesting and
necessary area of research in recent years [16,33,36]. However, most of
results presented in this area are focused on GDM problems assuming
just a few number of experts involved in the decision process. Not-
withstanding, in LS-GDM this type of process seems to be even more
important, because opinions among a larger number of people tend to
be easily controversial and conflicting. Main shortcomings of classical
CRPs when they are applied to LS-GDM problems have been identified
[24] and initial CRP proposals for LS-GDM do not have overcame these
shortcomings yet [34,49].

In light of the multiple challenges and shortcomings of classical
CRPs for LS-GDM problems [24], this paper introduces a new adaptive
CRP model for LS-GDM to overcome scalability problems and experts’
preference supervision that is highly related to time cost. Therefore, to
achieve these goals, our proposal incorporates to the CRP applied to LS-
GDM the following novelties:

o (Clustering process for weighting experts’ sub-groups: the large number
of experts in the LS-GDM problem are clustered into sub-groups
according to their preferences and the importance of each sub-group
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in the CRP that is computed considering two features such as its size
and its cohesion.
Grouping Opinions: so far, most of CRPs aggregate experts’ pre-
ferences from early stages of the process, the aggregation may result
in a loss of important features of the information, such as distribu-
tion or shape [18]. In order to avoid such situations, our proposal
will model experts’ sub-group preferences by means of hesitant
fuzzy sets (HFS), introduced by Torra [45] for representing the ex-
pert’s hesitation to assign a degree of membership in a fuzzy set; so,
it will be assumed that experts’ preferences in a sub-group represent
the group hesitation to express its fuzzy preference [9,39,52].
® Adaptive feedback process: last but not least, the negotiation process
in a CRP is usually driven by a feedback mechanism [31] that is
often time consuming even more in LS-GDM [33]; therefore, our
proposal develops a new adaptive feedback mechanism process that
guides the consensus process according to the level of agreement
achieved by softening experts’ preference supervision and reducing
the time cost of the CRP.

Finally, the proposed CRP is implemented and integrated in the
intelligent CRP support system so-called AFRYCA 2.0 [23,33] to com-
pute the results of the case study, visualize the CRP and carry out a
comparison with other consensus models.

The remainder of this paper is structured as follows: Section 2 re-
vises some preliminary concepts about LS-GDM problems, CRPs and
hesitant fuzzy information. Section 3 presents a novel adaptive con-
sensus model based on clustering and hesitant fuzzy information to deal
with LS-GDM problems. Section 4 introduces a case study to show the
utility and applicability of the proposed model using an intelligent CRP
support system and presents a comparison with other models. Finally,
in Section 5 some concluding remarks are pointed out.

2. Preliminaries

This section revises different concepts about LS-GDM, CRPs and HFS
that will be used in the proposed consensus model for LS-GDM.

2.1. Large-Scale group decision making

Even though the concept of GDM has been widely studied in deci-
sion theory [4,6,19,29], recently the concept of LS-GDM has risen be-
cause of the societal demand of involving crowds in important decision
processes [12,13] that is facilitated by current technologies and tools
[43]. Hence, the concept of LS-GDM is quite similar to GDM, but differs
because in the former the number of experts eliciting their preferences
on a set of alternatives, X, is much greater than in the latter. Formally, a

87

LS-GDM problem consists of: (i) a set of alternatives X = {x, ...,x,},
(n = 2), which can be selected as possible solutions for the problem,
and (ii) a set of experts E = {ey, ...,e,}, (m > > n), who express their
judgements on the set of alternatives X. Fuzzy preference relations [32],
P= (pij),,x,, CXXX,p; € [0, 1], are a common structure for eliciting
preferences in both types of group decision problems [7].

Due to its similar structure, LS-GDM can be solved by a selection
process similar to the one used in GDM [41] with an aggregation and
exploitation phase. In such a case, this selection process does not always
guarantee that the solution obtained would be accepted by all experts
involved in the decision problem, because several of them might con-
sider that their opinions were not taken sufficiently into account [42]. A
usual solution to overcome this drawback and obtain agreed decisions
accepted by the whole group is the application of a CRP [5,46]. In spite
of the existence of different interpretations of consensus [30], in this
paper it is understood as “a state of mutual agreement among members of a
group in which the decision made satisfies all of them” [42]. Usually,
achieving a consensus requires that experts modify their preferences
bringing them closer to each other toward a collective opinion which is
satisfactory for all of them [19,37].

A consensus process is an iterative and dynamic discussion process
that can be carried out in different ways, Palomares et al. introduced in
[33] a deep revision and a taxonomy of the different types of models for
performing it, and a general scheme of a CRP sketched in Fig. 1 that is
briefly described below:

® Framework configuration: it sets up the GDM problem determining
the set of alternatives, the set of experts engaged in the decision
making and fixing the consensus threshold to reach.

® Gathering preferences: the preferences provided by experts are gath-
ered.

e Computing the consensus degree: by using a consensus measure [17]
which is based on distance measures and aggregation operators
[2,15]. This degree reflects the level of agreement in the group.

® Consensus control: if the obtained consensus degree is greater than
the consensus threshold, a selection process is applied, otherwise
more discussion rounds are required.

® Feedback process: the preferences causing disagreement are identi-
fied and advice is generated to guide experts how to modify their
preferences and make them closer. Afterwards, another round starts
by gathering preferences again.

In order to cope with the necessity of achieving agreed solutions in
LS-GDM problems, several proposals have been introduced in the lit-
erature. Palomares et al. [34] proposed a consensus model to detect and
manage non-cooperative behaviors and developed a visual tool based
on self-organizing maps to facilitate the monitoring of the process
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performance [35]. Taking into account such a model, Xu et al. [49]
proposed a consensus model for multi-criteria LS-GDM dealing with
emergency problems that considers non-cooperative behaviors and
minority opinions. Quesada et al. [38] introduced a weighting method
for CRPs dealing with LS-GDM which includes the use of uninorm ag-
gregation operators to compute experts weights taking into account
their behaviors.

Previous proposals aggregate the experts’ preferences in early stages
of the decision process that may imply disregarding important in-
formation [18] and not considering the different levels of agreement
across the CRP that can provoke a high time cost due to a greater ex-
perts’ preference supervision during the feedback and discussion pro-
cesses.

Therefore, to overcome these drawbacks our proposed model first,
will include an approach to detect and weight sub-groups. Second, to
keep as much information and avoid the loss of information, the sub-
groups preferences will be fused by using HFS instead of aggregating
them. Finally, a new adaptive feedback process based on previous in-
puts will be defined.

2.2. Hesitant information

The concepts of HFS and hesitant fuzzy preference relation have
been widely applied to decision making [39], in this section these are
briefly reviewed to facilitate the understanding of their use in our
proposal for modelling experts sub-group preferences in order to keep
as much information as possible during the proposed CRP.

HFSs [45] are an extension of fuzzy sets with the aim at modelling
the uncertainty provoked by the doubt that an expert can have when
she/he wants to assign the membership degree of an element in a fuzzy
set. A HFS allows assigning several membership degrees of an element
to a fuzzy set. Formally, a HFS is defined in terms of a function that
obtains a set of membership degrees for each element in the domain.

Definition 1 ([45]). Let X be a reference set, a HFS on X is a function h
that returns a subset of values in [0,1]:

b: X — ([0, 1]) (€3]

Previous definition was completed with the following mathematical
representation of a HFS:

A ={{x, ha(x)): x € X},

where h,(x) is called Hesitant Fuzzy Element (HFE) that is a set of some
values in [0,1], denoting the possible membership degrees of the ele-
ment x € X to the set A. A HFS can also be seen as a mapping of HFEs,
one for each element in the reference set. Therefore, if h(x) is the HFE
associated to x, U, cxh(x) is then a HFS.

By using the concepts of fuzzy preference relation and HFS, the
concept of Hesitant Fuzzy Preference Relation (HFPR) was proposed
[56].

Definition 2 (/56]). Let X be a reference set, a HFPR on X is represented

by a matrix H = (hy),,, C X X X, where h; = {p;

s=1, 2,...,#h,-j}(#hij

is the number of elements in hy) is a HFE that indicates the membership
degrees that denote to which extent x; is preferred to x;. Additionally, h;
should ~satisfy the following  conditions:p] © 4 p; © =1,

Py =05}, #hy = #hy, i, j=1{1,2,.,np]® G+,

pﬁ,(”D < pﬁ,(S), where {0 (1), ...,0(#h;)} is a permutation of {1, ..., #hy},

<p?

ie., pij‘.’(s) is the smallest element in hy, and {o’'(1), ..,0'(#h;)} is a
p;’(s)

During the CRP in LS-GDM with HFSs, it might happen that the
cardinality of HFEs in HFPRs would be different, i.e, hj € H* = (hj

permutation of {1, ..., #h;}, i.e., is the largest element in hj;.

nxn
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and h) € H" = (b} e With #h % #h) (e.g., #h{ < #h}). In such a
case, it is necessary to normalize the h;j with smaller cardinality until
both have the same cardinality to operate correctly between them. Xu
and Zhang [51] proposed the -normalization, based on the optimiza-
tion parameter, 7.

Definition 3 (/51]). Let h; be the HFE with the smaller cardinality and
h = min{yly € h;} and h;* = max{yly € h}, then the value y’ to add in
the HFE h;, is computed as:

v =nhi + (1 —nh, @

where 7(0 =5 < 1).

The value of the optimization parameter, 7, relies on experts’ risk
attitudes. If n = 1, the value added is y’ = h;*, which indicates an op-
timistic point of view; if » = 0, the value added is y’ = h;”, which in-
dicates a pessimistic point of view; and if »=1/2, then
y' = 1/2(hi* + h;"), which means that expert is neutral. Consequently,
by using 7, if#h{ < #h the HFPR, H° is normalized as:

Definition 4 (/55]). Let H¢= (hl-}’ xcn © XxX be a HFPR and
7(0 =y = 1) an optimization parameter to add values into hj (i < j),
moreover 1 — 7 is used to add values into hf(i < j), a normalized HFPR

He = (R%),, v is obtained satisfying the following
condi-

tions,#h%; = max {(#h{li,j = 1, 2,...n; i # j}

7;&) + }7;,(5') =1, Ei? - {0.5},7;(3) < Z_jr_f(sﬂ)’ 7;’@4-1) < }7;((5),Where

{oQQ), ..,o(#h{)} is a permutation of {1, ...#hj}, i.e, }7;(5) is the
smallest element in hJ, and {o'(1), ..,0'(#h})} is a permutation of

Lj E)
{1, ...,#hﬁ}, ie., ;75 ® is the largest element in hﬁ

Even though, our proposal avoids aggregation operations in early
stages, there are several procedures in the CRP that need to aggregate
and compute distances with HFSs. Despite there exist multiple propo-
sals to carry out such operations [40]. Here, the Hesitant Fuzzy
Weighted Average (HFWA) operator and the Euclidean distance which
are used for sake of clarity in the proposed consensus model for LS-GDM
are just revised.

Definition 5 (/54]). Let H be a HFS and h;(i = 1,...,n) be a collection of
HFEs, h;e H, the Hesitant Fuzzy Weighted Average operator is a
mapping H" — H such that

n

U { WiyiU(S)}’
W Oehy, ... 18 Oehy, \ i=1 3)

where w = (wy, wy,...,w,)" is the weighting vector of h;(i = 1,...,n) with
wiel0, 1] and 3 w; = 1.

HFWA (hy, ... hy) = @, (wih;) =

Definition 6 (/50]). Let H, and H, be two HFSs on X = {x, ...,x,}, the
hesitant normalized Euclidean distance is defined as follows,

n

dhne(Hl’ HZ) = |:l Z

n i=1

1 #h 1/2
=3O - (x»ﬁ)]
(#h & ! )

where #h is the cardinality of any HFE h; € H,, H,, considering that all
of them are equal cardinality.

Additionally, during the CRP will be necessary to compare HFEs of
the HFS. Therefore, one suitable function will be the below one:

Definition 7 ([14]). Let h be a HFE, the score function of h is given by,

> s
T T(s)

score(h) =

()

where {z(s)}*", is a positive-valued monotonic increasing sequence of
index s.
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3. An adaptive consensus model for large scale group decision
making based on group hesitation

The goal of this paper is to introduce a novel CRP for LS-GDM
problems able to tackle the scalability and time cost challenges of a CRP
in this type of decision problems.

e To cope with the former one, a clustering process to detect experts
sub-groups based on their preference similarity is done. And such
sub-groups’ preferences are modelled as the group’s hesitation by
means of HFSs; eventually the hesitant preferences are weighted
according to the size and cohesion of the group.

e On the other hand, the latter challenge is managed by an adaptive
process that varies the feedback procedure in the CRP between two
levels according to the level of consensus achieved at each discus-
sion round.

The proposed adaptive consensus model based on group hesitation
for LS-GDM extends the general scheme shown in Fig. 1 by introducing
two new phases:

® Sub-groups management that clusters similar experts’ opinions,
maintaining the maximum possible information by HFSs and com-
puting the relevance of the sub-groups.

® A new adaptive feedback process that adapts the feedback to the
current agreement among experts.

Besides, these new phases, other two of the general scheme are
modified (dashed lines):

e Framework configuration in which a new parameter to deal with the
adaptivity is introduced.
e Computing the consensus degree to deal with hesitant information.

Framework configuration \

Knowledge-Based Systems 159 (2018) 86-97

So, the proposed model consists of six main phases (see Fig. 2), but
only the new and modified ones (previously enumerated) will be fur-
ther detailed below.

3.1. Framework configuration

In a LS-GDM problem there are two important elements (Section 2.1):
a set of alternatives X = {x, ...,x,} and a large number of experts
E = {ey, ...,en,} who are involved in the problem, being m > > n.

Classically, two parameters are established, the consensus threshold
and the maximum number of discussion rounds. However, in our pro-
posal a new parameter is necessary to introduce the adaptivity during
the consensus process. Therefore, three parameters are defined in our
adaptive CRP:

® 3 [0, 1]: It is the consensus threshold established to achieve the
consensus among experts.

e 5€[0, 11,8 < §: It is a parameter used in the adaptive feedback
process to determine the level of consensus reached (high or low),
such that different rules for the advice generation can be applied.

e Maxround: This parameter controls the maximum allowed number
of discussion rounds for the LS-GDM problem.

3.2. Sub-groups management: Managing scalability in LS-GDM

To tackle the scalability problem in LS-GDM, we consider that
among a large number of experts there will be sub-groups of them with
similar preferences. Therefore, with this idea in mind, this phase re-
duces the number of preferences to manage by means of a three-step
process (further detailed in the coming subsections):

1. Detection: A clustering process is applied to detect experts’ groups
with similar opinions.

Moderator

@

I Gathering preferences I

¥

(Sub-groups management _---- =~

Sub-groups detection

Advice

<
Managing sub-groups
hesitation
e
Weighting
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Fig. 2. Scheme of the proposed consensus model.
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2. Hesitation modelling: The experts’ opinions in each sub-group are
modelled by means of a HFS that represents the hesitation of the group

3. Weighting: The importance of the sub-group’s opinion should reflect
its features, in our case the size and cohesion of a subgroup is
considered.

3.2.1. Sub-groups detection

To detect experts’ groups with similar opinions, an adapted fuzzy c-
means based algorithm [3] that assigns a membership degree to each
data object for each cluster according to the distance between the data
object and the corresponding centroid is presented. The nearer the data
object is to the centroid, the higher its membership degree with respect
to this centroid is. Both centroids and memberships degrees are itera-
tively updated until an optimal solution is found.

1. The number of clusters can be randomly selected, in this proposal,
the initial number of clusters is the number of different alternatives,
C ={C, ..,C"}, because we want to find the clusters of experts
supporting each different alternative.

2. A centroid represents each cluster ¢, 1 € {1, ...n}. Centroids can be
either randomly initialized or assigned to a value from the dataset,
but their initialization is very sensitive to converging [1,21]. In this
case, as the problem is known, each centroid is initialized with a
fuzzy preference relation that ideally prefers the corresponding al-
ternative over all the others, i.e. for alternative x;, the centroid c*
contains ¢c¥ =1, ¢/* = 0 (j € {1, ...,n}) and for the remaining ones
the preference is 0.5 that representing indifference.

-1 1 - 1 - 0 05 - 05
0 — 05 -+ 05 1 - 1 - 1
cd=[0 05 - 05], ¢2=]05 0 — - 0.5
0 05 0.5 - 05 0 05 - —

- 05 05 0

05 — 05 -+ 0

¢c"=105 05 — 0

1 1 1 - =

3. Centroids are computed in each iteration t, and the membership
degree of each experts’ fuzzy preference relation P to each centroid
¢t L pae(Pr) € [0, 1], is calculated by:

@a/d(pr, Cl,t))l/(b—l)
22:1 a/d (P, cu,t))l/(b—l)

ppe(P1) =
(6)
where d(P", ¢* 9) is the Minkowski distance, ¢ is the current iteration,
and b indicates the fuzziness degree of the clusters. The larger b, the
fuzzier the cluster [3]. A common value for this parameter is b = 2.

Definition 8 (/25]). Let P be a fuzzy preference relation provided by
the expert e,, and c* ¢ be the centroid for the cluster C' at iteration t, the
Minkowski distance is defined as follows,

2 ]1 z

n n
i=1 j=L,i#j
being A > 0.In our proposal, 1 = 2 that is the Euclidean distance.

4. The preference relation P" of expert e, is assigned to the cluster for

which, the membership degree is maximum.

r Lt
pij - Cij

1
d(pr, Lty —
(P, ¢ [n(n -1) %)

Cht(P") = argmax, u i (P") 8)

5. New centroids are computed according to the experts preference
relations included in each cluster.

Lt+1 _
¢ttt =

©)
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where |C* | is the number of preference relations that belong to the
cluster C' at iteration t.

6. The algorithm stops when all clusters stabilize. This happens when
the variation of the membership degrees between two consecutive
iterations approaches to zero. Formally, the iterative process stops
when

Xy Ty e () = i (P .
m-n -

(10)

where ¢ is a threshold value that should be close to zero.

Algorithm 1 formalizes previous steps. The outcome provides clus-
ters, C., containing a sub-group of experts, G', with similar opinions.

3.2.2. Sub-groups hesitation modelling

The classification into sub-groups according to preferences simili-
tude aims at reducing scalability problems, however it is necessary to
establish how to model the sub-group preferences. There exist several
possibilities, from using the centroid that represents the sub-group’s
cluster to aggregate all the expert’s preferences in the sub-group. But
bearing in mind our goal of keeping as much information as possible in
the CRP, unlike of oversimplifying the preferences modelling with ag-
gregation procedures, our proposal considers that the different experts’
preferences elicited in the sub-group despite of being similar, show a
kind of hesitation in the group regarding such preferences.

Therefore, let G! = {¢},...,e}} be the sub-group of experts belonging to

cluster, C', whose preference relations are, P = pij.k . From such

nxn
preference relations a HFPR, HP! = (hill')m’ le{1, ..,n} is built, that
fuses all experts’ preferences in G' such that, hé:{pij.klk =1,2,.,|G},
|G!| is the cardinality of G' and will be the number of preferences in the
HFE #h,§ which represents the sub-group’s preference over the pair of
alternatives (x; x;) provided by all experts in G.

At this moment, the large number of experts E = {e, ...,e,} and their
respective preference relations, P’, have been replaced by a smaller
number of sub-groups, G, and their respective HFPRs, HP', that will be
the input for the CRP in the LS-GDM.

3.2.3. Sub-groups weighting

To conduct a fair CRP taking into account the previous elements, G
and HP, it is necessary to characterize the sub-groups by computing
their importance. Our proposal takes into account their size and cohe-
sion [44] to reflect their weight:

® Size: number of experts in the sub-group.
o Cohesion: level of togetherness among the experts’ preferences in a
sub-group.

Therefore, the importance of the sub-groups is based on the two
following statements:

o The greater the group the more important.
® The more cohesive the more important.

Hence, the weight of a sub-group of experts will be based on the size
and cohesion. The former is directly obtained from the sub-group detec-
tion process, and the latter needs further computation. So, to obtain the
weights for all sub-groups of experts it is necessary to carry out three
steps: a) to compute the cohesion of each group, b) to compute the size
of each group and c) to obtain the group’s weight. These steps are
further detailed below:

(a) Computing the cohesion of a sub-group. For the sake of clarity, a
geometric description of the cohesion of experts’ preferences,
HP!' = (hi;)nxn, in a sub-group G' is introduced. First, the area
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Fig. 3. Graphical representation for computing the cohesion of a sub-group.

delimited by the maximum and minimum assessments in hi}, over the
set of alternatives X is computed. For instance, let G! = {e,, e,} be a sub-
group of experts, X = {xi, X, X3} a set of alternatives, and HP' the HFPR

representing the preferences of the sub-group G.
- {0.3, 0.4} {0.3, 0.6}

{0.7, 0.6} - {0.7, 0.9}

{0.7, 0.4} {0.3,0.1} -

HP! =

The preference degrees in the HFE, h,j elicited by experts on (x; x;)
are shown in Fig. 3. The X-axis represents a discrete set Z formed by all
pair of alternatives over X where each pair z, = (x;, X)) i, je{1, 2, 3},
i = j is positioned equidistantly on the X-axis. In order to compute the
area, the maximum, pl.;f , and minimum, p; » assessments, for each pair
of alternatives are obtained. To do so, it is necessary to establish the
order in which the pairs of alternatives are located across the X-axis. In
this approach, we have considered the minimum assessments in in-
creasing order.

The cohesion of, G, is related to the dark shadowed area, A (the
larger, A, the lower the cohesion), that is computed as follows:

(i) Let T' be the total area of the rectangle formed by the points a’, b,
c" and d” (see Fig. 3), i.e., T' = g” x n” in which g” corresponds to
the height of the rectangle and n” = (n?> — n) — 1, corresponds to
the number of pairs of alternatives (considering p;; is not assessed)
minus 1, because an area needs at least two pairs in A.

Let I = Jijen,izj{(i, j)} be the n” pairs over the set of alternatives
X ={xq, ...,x,}. The p[.;’ , and p; » assessments for each p; taking into
account all the preferences in G' are obtained as:

(i)

Py =min{pi},p,-f,‘..,p;}, V@i, )el an

P = max{pi},p;,...,p;}, V(@ j)el a2
The first and last pair of alternatives considered in the X-axis are
obtained by,

Dy = Min; jer {pij_}’ (a,b) el s

+
Py =

max; jer {Pij_}a (c,del a4

A function f is defined to obtain the indexes of the pairs of alter-
natives.

Definition 9. Let f be a function that returns the indexes of a pair of
alternatives,

iz, 225 wnZn-n) = 1 (15)

being f(z1) = (a, b) € I such that, p;, = min {pi.‘},
ijel
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z:) = (e, f) € I where p_ = min N
=D By ixiEI/{f(m),f(zz),u-,f(zz—l)}{py}

Hﬁw}=$z%v}

therefore, f(z,u-1)) = (c, d) € I.The area Al between the maximum
and minimum assessments ordered in the X-axis by the minimum is
computed by,

SpitE

ijel
where D is the distance between z; and z;,1, that in our case it is 1.
(iii) Finally, the cohesion of a sub-group of experts G' is given by,

min

fGn@-n) = (. el with pr=
i\fEI/{f(Zl)vf(ZZ)----yf(Zn(nfl)fl

- (la by ) (Fc L, ) \
(16)

Al
; N1
cohesion(GY) = 1 T e [o, 1], 17)

(b) Computing the size of a sub-group. The value of the size of the group,
G, is directly obtained from the sub-group detection process, but its
representation should be adjusted and adapted to the number of experts
involved in the LS-GDM problem. Therefore, a adaptation process based
on computing with words [38] is proposed in which, the size is
modelled by a fuzzy membership function pg,. shown in Fig. 4, such
that the universe of discourse is the number of experts in a sub-group
and the membership degree reflects group’s influence regarding all the
experts involved in the LS-GDM.

The points a and b of this membership function depend on the
number of alternatives and experts in the LS-GDM problem, where the
highest membership degree is for values above b and the lowest
membership degree is for values below a and different importance is
assigned in between.

(c) Computing the relevance of a sub-group. Eventually, for weighting the
sub-groups, the values of their size and cohesion are aggregated, our
proposal defines a function to fuse both values making such a
computation more flexible according to the specific LS-GDM.

Definition 10. Let Y ;1 = {y,, y,} be the values obtained for cohesion and
size, respectively, y;, y»€[0, 1], of the sub-group G' which are
aggregated as follows,

e(Ye) = (1 + y)# (18)

being S > 0 a parameter to increase/decrease the impact of the
cohesion in the computation of the sub-group’s weight.

The aggregated values, ¢(Y 1), reflects the relevance of the sub-
group, G. Finally, such values are normalized.

Y
w; = M Vie{l,..n}

Y (Yo'
Below, an example shows how the aggregation function performs
and the influence of parameter § on the computation of the sub-groups’
weight.
Let suppose a LS-GDM problem with 80 experts distributed into four
sub-groups, G = {G, G2, G3, G*} whose size, membership degree and

/’tsize
1

19

0

a b X

Fig. 4. Membership function for the sub-group size.
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Table 1
Weights for different values of .
Weigths
Size Memb. Degree Coh. =1 B=15 B= B=

G 11 0.25 0.55 0.219 0.205 0.191 0.166
G? 14 0.5 0.55 0.243 0.238 0.234 0.224
G* 23 1 0.49 0.273 0.284 0.295 0.318
G* 32 1 0.45 0.265 0.272 0.279 0.292

cohesion are depicted in Table 1. Different values for the parameter 8
have been used to solve Eq. (18).

Note that the weights in Table 1 are already normalized. We can
observe that the sub-groups {G', G*} have different size but equal co-
hesion, therefore, when the value of § increases, the sub-group’s weight
with higher size, G, decreases slower than G'. On the other hand, sub-
groups {G>, G*} have the same membership degree, therefore, when the
value of § increases, the sub-group’s weight G increases more than the
sub-group G*, because its cohesion is higher. Thus, the parameter f8
allows to increase/decrease the impact of the cohesion in the com-
puting weights.

3.3. Computing the consensus degree

Our CRP model modifies the way of computing the level of agree-
ment among experts shown in Fig. 1 by adapting the three-step process
introduced in [31], to deal with the HFSs obtained in the previous
phase.

1. Pairwise similarity matrix: For each pair of sub-groups G' and G¥, a
similarity matrix SM* = (sm{f) is obtained, being sm;* € [0, 1] the
similarity between k| and h}:

smiﬁ-k =1- d(hi}, hl-j-‘ (20)
being d a distance measure for HFEs [40] (see Remark 1). In this pro-

posal d is the Euclidean distance (see Def. 6).

Remark 1. The number of values in the HFEs of each HFPR, HP., might
be different. In such a case, based on Definition 4 and using the
optimization parameter 5, all HFPRs, HPl(h,:l,-)m, are normalized,

HP' = (E,-Jl-)nxn, before carrying out the computations.

2. Consensus matrix: The similarity matrices are aggregated to obtain
a consensus matrix CM = (cmyj)nx,. Though, different aggregation op-
erators may be used, without loss of generality in this proposal the
arithmetic mean is applied:

-1 1 Ik
Eu:l Z:k=u+1 Smij

11— 1)/2

cmy; =
’ @1
with [(l — 1)/2 the number of pairwise sub-group comparisons.
3. The consensus degree is calculated at two different levels using the
consensus matrix CM:

o Level of alternatives (cq;): the consensus degree of each alternative
Xx; € X is computed as,

n
L Z cmij

ca; = n
n—1 _ “~
J=Li#j

(22)

o Level of preference relation (cr): the consensus degree among all
experts participating in the LS-GDM problem is computed by,

1 n
cr=— Z ca;
L (23)
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Require: cr
Require: ¢
Require: 9
1: if cr > ¥ then
Consensus achieved
else
if cr > 6 then
Consensus level high
Individual feedback process
else
Consensus level low
Group feedback process

e A T o

Algorithm 2. Adaptive feedback process.

3.4. Adaptive feedback process: Time cost supervision

When the consensus degree, cr, achieved in a consensus round is not
high enough, i.e. cr < 9, another discussion round is necessary to in-
crease the agreement among experts. This new discussion round is
usually guided by a feedback process [33]. So far, CRPs introduced for
dealing with LS-GDM [34,49] do not consider the agreement achieved
in each round to adapt the feedback process making the expert’s pre-
ference supervision harder and the consensus process longer. Due to the
fact that, one goal of our proposal is to reduce the time cost and soften
the preference supervision, this CRP model for LS-GDM proposes an
adaptive procedure that adapts the feedback process according to the
rules for the advice generation based on the consensus level achieved
(see Algorithm 2). According to such a level, the generated feedback is
intended for the whole group or for several individuals. The adaptivity of
the feedback is based on the consensus threshold, 8, fixed to achieve the
consensus, and the parameter § that distinguishes between the two
feedback processes. From this definition, the adaptive feedback process
consists of three steps:

1. A collective matrix that represents the collective opinion of the
experts involved in the LS-GDM problem is computed by aggregating
the normalized HFPRs {HP', ...,HP"}. Different hesitant fuzzy aggrega-
tion operators [40,54] can be used, here the Hesitant Fuzzy Weighted
Average operator is used. This operator is revised in Definition 5, and
adapted for our proposal.

Definition 11. Let HP! = (fz,-jl-)nxn, (I=1, ..,n), be the normalized
HFPRs of the n sub-groups G, and w = (wy, wy,...,w,)T the weighting

vector for those sub-groups (see Section 3.2.3), the collective HFPR,
HPC = (hijc , is computed as,

{ > wlyl.f}, Vi jel,..,n}

=1

nxn

h = @, wh) = U

sl
yij"ehij

24
being HP® a normalized HFPR.

2. The proximity between each sub-group represented by a nor-
malized HFPR {HP!, .., HP"}, and the collective matrix HPS, is calcu-
lated by using a similarity measure like in Eq. (20).
pr! = sim(HP€, HPY) = 1 — dy,,.(HPS, HP!) (25)

Proximity values, pr', are used to identify the sub-groups that are
furthest from the collective opinion.

3. Adapting the feedback: depending on the consensus level reached
cr, the feedback process will be aimed at all experts of the furthest sub-
groups or just for several further experts. Both processes are explained
in more detail:

i) Group feedback process. Low consensus level

In this case cr < §, that means the consensus level is “low” and
consensus is still far away, therefore quite a lot more changes are
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necessary, consequently all experts of the furthest sub-groups will ob-
tain suggestions for modifying their preferences over the pair of alter-
natives identified in disagreement. To identify the furthest sub-groups,
the proximity value of each sub-group pr! is compared with the average
of the proximity values p7, such that,

and to select the pair of alternatives to be changed, the proximity value
of each pair of alternatives, pr ,J, is compared with the average of the
proximity value for such an alternative p7, such that,

pr =

:|,_.

(26)

1< )
T = o Zpr,-l-, with p =1- d(hlj N i})
j=1

27)

where hijC € HPC and h,.; € HP.
Therefore,

1. If pr! < pr then the sub-group G is selected.

2. If ca; < 9 then the alternative x; is selected and it is necessary to look
for the pair of alternatives,
(a) if pr; u < pr;, then the pair of alternatives (x; X;) is selected.

Once the sub-groups and pair of alternatives have been identified, a
suggestion indicating the right direction of the preference changes
(increase or decrease) to improve the agreement among experts is
provided, according to the following direction rules:

o If score(h ) < score(h ), then all experts who belong to the sub-
group G should increase their preferences degrees for the pair of
alternatives (x; x;).

o If score(h ) > score(h ), then all experts who belong to the sub-
group G' should decrease their preferences degrees for the pair of
alternatives (x; x;).

Being score (h ) and score (h ) the score function for the HFEs
hiﬁ- € HP'! and hif € HPC, respectively (see Eq. (5)).

ii) Individual feedback process. High consensus level

In this case § < cr < 9, that means the consensus level is “high” but
not enough yet. Therefore not many changes should be necessary,
hence those experts whose opinion differs most from the collective
opinion will obtain advice to modify their opinions. Thus, it would be
necessary to identify the sub-group, G, the pair of alternatives (x; X;)
and experts e, who should modify their preferences in disagreement:

1. If pr! < pF then the sub-group G' is selected.
2. If ca; < 8 then the alternative Xx; is selected and,
(a) If pr, l] < pr, then the pair of alternatives (x; x;) is selected.

3. If (1 -d (hljc , pi;’) < p_lg), then the expert e, is selected to change his/

her preference.

The direction in which the selected expert should change his/her pre-
ferences is determined as follows:

o If ( < score (h ), then expert e, G should increase his/her
preference degree for the pair of alternatives (x; x;).

o If [pyl,r > score (hy; ), then the expert e, € G' should decrease his/her

preference degree for the pair of alternatives (x; x;).

o If (pij’.’ = score (h;; ), then it is not necessary to make changes.

Being score (h;; ) the score function of the HFE hu , in the collective
matrix HP¢ calculated by Eq. (5). After this process, the CRP will go to
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the sub-groups management phase again.

4. Case study

This section presents a case study to show the usefulness of the
proposed CRP for LS-GDM. To do so, firstly the LS-GDM problem is
described. Afterwards, the problem is solved by means of the proposed
model which has been implemented and integrated into the intelligent
CRP support system, AFRYCA 2.0 [23,33]. A comparison with some
existing models is then shown, and finally an analysis to display dis-
tinctive characteristics regarding existing approaches is introduced.

4.1. Definition of the LS-GDM problem

The GDM problem is formulated as follows: let E = {ey, e, ...,es0}, be
the students of the course of basic programming of Computer Science
degree. The professor asks them which programming language they
would like to use for the practices in the laboratory and he provides
four options, X = {x: C, %: C + +,x3: Java, x4: Python}. The professor
wants an agreed solution because once the language is selected, they
cannot change it for another one. Students provide their preferences by
fuzzy preference relations over the four options. For the sake of space,
the preferences have been included as a supplementary material
document which is available at http://sinbad2.ujaen.es/afryca/sites/
default/files/app/computerScienceDegree-programmingLanguage.pdf.

Additionally to the experts and alternatives, it is necessary to es-
tablish the following parameters:

e Consensus threshold: 8 = 0.85
o Level of consensus for the advice generation: § = 0.7
e Maximum number of rounds allowed: max_round = 15

4.2. Resolution of the LS-GDM problem

In order to solve the problem and achieve the consensus, the new
adaptive CRP is applied and the intelligent CRP support system is used
to carry out the computations and visualize the CRP.

1. Framework configuration: all the parameters necessary in this
phase have been already defined previously.

2. Sub-groups management: The fuzzy c-means based algorithm ex-
plained in Section 3.2.1 is applied to obtain the clusters containing the
sub-groups of experts with similar opinions. Table 2 shows the sub-
groups of experts G = {G}, G%, G*, G* in the first round.

Afterwards, a HFPR for each sub-group of experts is built and they
are the input for the proposed CRP for LS-GDM.

The points a and b to define the membership function for the sub-
group size are computed according to the number of experts m involved
in the LS-GDM problem and the number of alternatives n. In this case
study, we have considered 10% of experts to define the point a and the
number of experts divided by the number of alternatives to define the
point b, i.e. experts are equally distributed in the clusters obtained, but
any other technique can be used.

a = Round(m-10/100), b = Round(m/n)

Therefore, the points are a = Round(50-10/100) =5 and
b = Round(50/4) = 13, (see Fig. 5), where Round(") is the round func-
tion.

The weights of each sub-group of experts considering its size and

Table 2
Sub-group of experts in the first round.

G' €1, €g, €24, €27, €30, €32, €33, €37, €48

G? €6, €g, €11, €21, €25, €28, €35, €47, €50, €39, €36, €4, €19

G €2, €12, €13, €15, €34, €40, €45, €5, €43, €46, €44, €29, €41, €3, €20, €26, €38
G* €7, €10, €14, €16, €18, €22, €31, €42, €49, €23, €17
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Fig. 5. Membership function for the sub-group size.

Table 3

Weights of the sub-groups of experts in the first round.
Sub-groups G G? G? G*
Size 9 13 17 11
Membership degree sub-group size 0.5 1 1 0.75
Cohesion 0.51 0.49 0.44 0.59
Weights 0.19 0.29 0.25 0.27

Table 4

Consensus degree and consensus level for each round.
round 0 1 2 3 4 5 6 7 8
cr 0.64 0.66 0.69 0.72 0.74 0.75 0.79 0.83 0.85

level low low low high high high high high high

cohesion are computed by using Eq. (18), in which the parameter 8 has
been established after several experiments as 8 = 3.0 to increase the
impact of the cohesion. Table 3 shows the size, cohesion and weight for
each sub-group of experts in the first round.

3. Computing the consensus degree: The consensus degree obtained
in the first round is cr = 0.64.

4. Adaptive feedback process: As the consensus degree achieved is
not enough, another discussion round is necessary. Applying the
Algorithm 2, it is easy to see that the consensus level is low, because
0.64 < & = 0.7, thus a group feedback process is carried out to identify
the furthest sub-groups and suggest them to modify their preferences
and increase the consensus degree in the next round.

This adaptive CRP is repeated until the consensus threshold is
achieved. Table 4 shows the consensus degrees obtained for each round
and indicates the consensus level reached in such rounds. Fig. 6 shows
the visualization of the CRP obtained by using the statistics tool im-
plemented in AFRYCA 2.0 that is able to carry out Multi-Dimensional
Scaling (MDS) [22] of preferences.

4.3. Comparison with previous CRP models

Even though, previous results provide a good performance ac-
cording to our goals. It should seem convenient to compare such results
with other previous proposals for CRP. First, we compare our model
with two well-known and widespread CRP proposals, Chiclana’s ap-
proach [11] and Kacprzyk’s approach [20]. Our hypothesis was that our
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Table 5
Classical approaches.

Chiclana’s approach Kacprzyk’s approach

Initial consensus degree 0.63 0.53
consensus degree achieved 0.85 0.86
rounds 12 15

proposal should reduce the cost to achieve the consensus (rounds, su-
pervisions,...) and in both cases it is necessary to carry out more rounds
to achieve the consensus (see Table 5). Fig. 7 shows the visualization of
the CRP for each approach.

Second, a fairer comparison would consist of comparing our pro-
posal with other CRPs for LS-GDM [34,38,48,49], but most of them
[34,38,49] are focused on managing non-cooperative behaviours,
therefore the comparison with our proposal is not fair, because their
main feature is useless in our case study. And the CRP proposal in [48]
for LS-GDM is incomparable, because the constrains imposed in it (see
remark 2).

Remark 2. This approach represents the group preferences by using a
possibility distribution based on hesitant fuzzy elements. The use of this
type of information limits the elicitation of preferences, because experts
have to use a discrete scale such as {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}
and in the feedback process, a set of values from the same scale is
computed as possible suggestions for experts to change their
preferences. This implies another limitation in the feedback process
because experts cannot change their preferences as they want, and the
minimum change is =* 0.1. It is remarkable that in the feedback
process the decision problem shows changes of 0.3 regarding the
original preference in just one round which is not realistic, because
usually experts do not want to make big changes in their preferences.
Additionally, we have found some errors in the resolution process of the
emergency decision making problem presented in the paper which
makes difficult a comparison.

4.4. Analyzing the results

As result of the previous sections the following points must be
highlighted:

o The proposed model performs effectively the CRP in LS-GDM as can
be seen in Fig. 7 by adapting the process to the consensus degree in
each round and reducing the preferences by a clustering process.

® (Classical models compared, Chiclana’s approach and Kacprzyk’s
approach, obtain from the initial round a consensus degree lower
than the proposed model.

® The necessary number of rounds to achieve the required consensus
degree with classical approaches is greater than in our proposal,
therefore the latter reduces the time cost.

® The use of cohesion in the proposed model facilitates that experts
are close to each other in the solution achieved unlike Kacprzyk’s
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Fig. 6. MDS visualization of proposed CRP.
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Fig. 7. MDS visualization of the CRPs.

approach and quicker than in Chiclana’s one.

e The proposed CRP does not need to impose any limitation regarding
the elicitation of preferences to achieve its goal, meanwhile others
in the literature as Wu and Xu’s approach limits the values of pre-
ferences elicited.

5. Conclusions and future research

Consensual decisions is a growing societal demand nowadays that
becomes harder and more challenging in those decision making pro-
blems that involve a large number of experts. Despite its importance,
most of current proposals in specialized literature are still focused on
group decision situations with a few number of experts that present
scalability and time cost limitations.

A novel CRP for LS-GDM based on a clustering process for weighting
experts’ preferences by using the size and cohesion of the clusters to-
gether a preference modelling with HFS and an adaptive feedback
process has been introduced and compared with previous CRPs models.
The results obtained show that the new CRP model for LS-GDM can
effectively deal with these types of problems overcoming challenges
proper of LS-GDM. This model has been implemented and integrated in
an intelligent CRP support system.

As future research, we will study how the minimum cost can be used
in the CRP to decrease the number of rounds to achieve the consensus
and how to manage experts’ behaviour that can make difficult to reach
the consensus.
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A consensus reaching process dealing
with comparative linguistic expressions for
group decision making: A fuzzy approach

Alvaro Labella*, Rosa M. Rodriguez and Luis Martinez
Department of Computer Science, University of Jaén, Jaén, Spain

Abstract. Group Decision Making (GDM) deals with decision problems in which multiple experts, with their own attitudes
and knowledge, evaluate different alternatives or solutions with the aim of achieving a common solution. In such cases
disagreements can appear, which might led to failed solutions. To manage such conflicts, Consensus Reaching Processes
(CRPs) have been added to the GDM solving process. GDM problems under uncertainty often model uncertainty by lin-
guistic descriptors, being most of linguistic based CRPs based on the use of single linguistic terms for modelling experts’
opinions, which cannot be expressive enough in some situations because of either the uncertainty involved or the experts’
hesitancy. Therefore, this paper aims to fill this gap by proposing a novel consensus model dealing with GDM problems in
which experts’ preferences are elicited by means of Comparative Linguistic Expressions (CLEs) based on Hesitant Fuzzy
Linguistic Term Sets, which allow to model the experts’ hesitancy in a flexible way. Furthermore, CLEs are modelled by
fuzzy membership functions in order to keep the fuzzy representation in the whole CRP and preserve as much information
as possible. Additionally, the proposed model is implemented and integrated in an intelligent CRP support system, so-called
AFRYCA 3.0 to carry out a case study about this new CRP and compare it with previous models.

Keywords: group decision making, comparative linguistic expressions, hesitant fuzzy linguistic term sets, consensus reaching
process

1. Introduction Decision Making (GDM) problems in which a group

of experts aims at obtaining a solution for the deci-

Human beings, firms, organizations, companies
and so forth, cope with decision situations in their
daily tasks. Nowadays, these decision situations
become more and more complex due to the tighter
time constraints, the increasing uncertainty surround-
ing the problems and the lack of information of
experts regarding the problem. The increasing com-
plexity in real world decision problems usually
implies that a group of experts replaces the role of a
single expert by assuming that the former is smarter
than the latter. In these situations, we talk about Group

*Corresponding author. Alvaro Labella, Department of Com-
puter Science, University of Jaén, 23071 Jaén, Spain. E-mail:
alabella@ujaen.es.

sion problem that usually consists of choosing the
best alternative from a set of possible alternatives, by
eliciting their preferences [12, 43, 54] and applying
a decision rule [17]. Generally, GDM problems have
been solved by applying a selection process [14, 27,
56] that can lead to solutions in which one or several
experts of the group do not agree. When it happens,
Consensus Reaching Processes (CRPs) have become
an additional and necessary task in GDM, in which
an iterative discussion process supervised by a human
figure so-called moderator guides the experts by pro-
viding advice to overcome conflicts among them and
obtain agreed solutions by all experts [5, 32, 50, 53].

Real-world GDM problems are usually
ill-structured and hence defined under uncertainty

ISSN 1064-1246/20/$35.00 © 2020 — IOS Press and the authors. All rights reserved
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and incomplete information hard to model by prob-
abilistic models [4]. When decision problems are
defined under non-probabilistic uncertainty context,
fuzzy linguistic information [21, 41, 58] has provided
successful results in different fields [9, 19, 28, 55].
Hence, experts involved GDM problems provide
their opinions according to their own knowledge
and use the fuzzy linguistic information whenever
its fuzzy representation would be adequate for the
decision situations [29, 46].

Across specialized literature different fuzzy lin-
guistic based approaches for modelling preferences
in GDM can be found [3, 24, 42, 51, 62]. However,
these approaches offer to assess experts’ opinions
just by single linguistic terms that hardly matches
experts’ real knowledge in complex decision situa-
tions. Hence, the need of enhancing the elicitation
of linguistic preferences by expressions more elab-
orated than single labels has been deeply studied
[30]. Among the different proposals introduced, it
should be highlighted the use of Hesitant Linguis-
tic Term Sets (HFLTSs) and Comparative Linguistic
Expressions (CLEs) [33], because both facilitate the
modelling of experts’ hesitation and provides a flexi-
ble and powerful linguistic modelling close to human
beings cognitive process. Recently, multiple pro-
posals have introduced different CRPs to deal with
HFLTSs in GDM [6, 40, 48, 52, 60].

Therefore, due to the fact that the use of more than a
single linguistic term by experts is often necessary in
GDM as well as achieve agreed solutions, this paper
aims at developing a novel consensus model for GDM
problems that models experts’ information by means
of CLE:s that enrich the assessment of experts’ opin-
ions and model experts’ hesitation in a closer way
to human cognition than HFLTSs. This consensus
model will manage such CLEs based on HFLTS by
using a fuzzy representation for keeping the fuzzy
view of experts’ preferences. Eventually, the CRP for
dealing with GDM problems with CLEs proposed in
this problem will be included in the consensus based
software AFRYCA [13, 27] and then applied to a
GDM problem in order to clarify the performance of
the CRP.

This paper is structured as follows: Section 2
revises some preliminary concepts about GDM, CRP,
linguistic modelling with HFLTS and CLEs and
reviews some related works with the proposal. Sec-
tion 3 presents the consensus model dealing with
CLEs modelled by HFLTS. Section 4 shows the
performance of the CRP with CLEs and Section 5
concludes this paper.

2. Preliminaries

This paper aims at introducing a consensus model
capable of dealing with CLEs as preference assess-
ments in hesitant decision situations keeping the
fuzzy representation of such preferences. Before pre-
senting such a model, this section briefly reviews
some basic and necessary concepts about GDM and
CLEs based on HFLTS to facilitate the understand-
ing of our proposal. Afterwards, some proposals
about CRPs dealing with HFLTS are revised in
short.

2.1. Group decision making

Recently, real world decision problems become
more and more complex due to their scalability,
uncertainties involved, lack of information, time con-
straints and so forth. Consequently, the participation
of several experts in their resolution is becoming
increasingly common, resulting in GDM problems.

A GDM problem is formally defined as a deci-
sion situation in which a group of experts E =
{e1, ..., en} (m > 2) provide their preferences over
a finite set of alternatives X = {x, ..., x,} (n > 2)
in order to obtain the best either solution or set
of solutions among all alternatives. Each expert e;
provides his/her preferences according to their own
attitudes and motivations with the aim of reaching
a collective decision. Such preferences can be mod-
elled by using different preference structures being
the most usual one in these problems the elicita-
tion of preference relations. A preference relation
P;, is composed by assessments, pﬁk, provided by
the expert ¢;, that represents the preference degree
of the alternative x; over the alternative xi, [, k €
{1,...,n}:

11 1
pi ... pi"

v
Il

1
Pl p"

According to information domain in which the
experts elicit their information, different types of
preference relations can be used such as, fuzzy pref-
erence relation [26], linguistic preference relation
[31] and hesitant fuzzy linguistic preference relation
[64].

Once experts have elicited their preferences, the
classical resolution scheme for a GDM problem is
composed by two phases (see Fig. 1) [36]:
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Fig. 1. GDM classical resolution scheme.
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Fig. 2. LDM classical resolution scheme.

— Aggregation: Experts’ preferences are aggre-
gated by using an aggregation operator.

— Exploitation: Selecting a set of criteria, an alter-
native or a set of them are obtained, being such
alternative/s the solution/s of the problem.

When experts provide their preferences by using
linguistic expression domains, the resolution scheme
includes two additional phases (see Fig 2) [10]:

— Definition of syntax and semantics: The lin-
guistic expression domain in which experts
provide their assessments about alternatives and
criteria is defined.

— Selection of an aggregation operator: A lin-
guistic aggregation operator suitable to aggre-
gate the assessments provided by experts is
chosen.

The classical resolution schemes for GDM prob-
lems reach a solution but do not guarantee that such
a solution would be an agreed one, since the scheme
does not consider the agreement across all the res-
olution phases. In order to avoid any conflict in the
GDM resolution process a previous stage so called
Consensus Reaching Process has been added [37].

2.2. Consensus reaching process

The CRP is an iterative process in which experts
try to make their opinions closer to each other, it
means to reach a consensus. It is convenient to clarify
the meaning of consensus in this context, because it
has been used from different points of view. Some
researchers have defined consensus as the unanimity,
almost impossible to reach in real-world GDM prob-
lems[18, 22]. Therefore, other softer views have been
presented. Soft consensus is one of the most accepted
consensus definitions based on the fuzzy majority
concept introduced by Kacprzyk [12], closer to the
perception that human beings have about consensus.
According to this concept, the consensus is reached
when “most of the important individuals agree (as to
their testimonies concerning) almost all of relevant
opinions”.

The CRPs based on soft consensus often involve
several key aspects: preference representation, con-
sensus measure, feedback adjustment mechanism,
decision context, and behaviors of decision-makers.
Different CRP models often focus on different
aspects of the CRP. Regarding the main aspects of
focus in the CRP study, we list different types of
CRPs based on soft consensus reported in the liter-
ature. Notably, a CRP study may focus on multiple
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Fig. 3. General CRP scheme.

combinations of the aspects introduced above, so the
listed categories of CRPs based on soft consensus are
not mutually exclusive.

CRPs aim at reaching a high level of agreement
after several discussion rounds [37]. The discussion
process is generally supervised by a person, so-called
moderator, whose main task is to guide to the experts
who participate in the process, specially, those whose
opinions are farther apart from of the remaining ones
of the group. Fig. 3 shows a general CRP scheme
according to the definition proposed in [27] and
whose main phases are further detailed below:

1. Gathering preferences: Each expert provides
his/her opinion over the alternatives by using the
corresponding preference relation.

2. Computing agreement level: This phase com-
putes the existing level of agreement among
experts. It can be obtained by applying different
consensus measures [2].

3. Consensus control: The CRP aims at achieving
a minimum agreement among experts, hence
this stage compares the consensus degree with a
consensus threshold, defined a priori. If the agree-
ment desired has been reached, the GDM process
moves onto the selection, otherwise, another
round of discussion is carried out. The number
of rounds allowed is also limited.

4. Feedback generation: When the agreement
reached is lower than the required, it is necessary
to increase the level of agreement in the coming
round of the CRP. To do so, a feedback generation
process is carried out. Classically, the moderator
identified experts’ assessments which were
farthest from consensus, and advises them to

horrible very bad bad medium good very good perfect

Fig. 4. HFLTS example.

modify them [22, 37]. However, there exist other
proposals in which the consensus is achieved
without considering experts’ opinion changes
but rather by applying automatic changes [6, 32,
59, 61].

2.3. Hesitant fuzzy linguistic terms set and
comparative linguistic expressions

Our aim of developing a new consensus model
dealing with CLEs so it is necessary to review dif-
ferent concepts related to CLEs and HFLTSs.

The use of linguistic information has provided
successful results when modelling uncertainty and
vagueness, which usually appear in GDM problems
[23, 44]. Classically, in LDM, experts provided their
preferences by using single linguistic terms, that may
imply an important drawback when experts have
lack of information about the problem or do not
have enough knowledge. Such situations might drive
experts to hesitate among different linguistic terms.
The concept of HFLTS was introduced to facilitate
the experts’ preferences elicitation by using linguis-
tic expressions in those cases in which they hesitate
among several linguistic terms (see Fig. 4).

Definition 1. [33] Let § = {so, ..., 5¢} be alinguistic
term set, a HFLTS, Hg, is an ordered finite subset of
the consecutive linguistic terms of S.

Hs = {si,siy1,....5j}h, sk € S,kef{i,...,J}

Even though HFLTSs facilitate the modelling of
experts’ hesitancy by using multiple linguistic terms,
they are far from the human cognition in which
human beings express their knowledge/information/
preferences. Therefore, several proposals related to
the generation of CLEs were reviewed in [30].
Among them, stands out the preference modelling
presented in [33, 34] based on CLEs generated by
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a context-free grammar and based on HFLTSs that
model experts’ hesitancy and are closer to human
cognition.

The context-free grammar, G y, defined to generate
CLEs was defined as:

Definition 2. [34] Let Gy be a context-free gram-
mar and § = {so, ..., Sg} a linguistic term set. The
elements of Gy = (Vy, Vr, I, P) are defined as fol-
lows.

Vn = {(primary term), (composite term),
(unary relation), (binary relation),
(conjunction)}

Vr = {at least, at most, between, and,
50, S15-+-, Sg}

I eVy

Whose production rules defined in an extended
Backus-Naur form are:

P ={I ::= (primary term)|(composite term)
(composite term) ::= (unary relation)
(primary term)| (binary relation)

(primary term)(conjunction)(primary term)

(primary term) = sq|sq|...|sg
(unary relation) ::= at least|at most
(binary relation) ::= between
(conjunction) = and}

Therefore, some examples of the CLEs that
can be generated by Gpy, and used by experts
are the following ones: at mosts;, atleasts; or
between s; and sy .

These CLEs are easy to elicit and understand in the
GDM process, but still it is necessary to accomplish
the computations with such CLEs. Therefore, in [33,
34] was defined a transformation function, Eg, of
CLEs to HFLTSs to facilitate such computations.

Definition 3. [34] Let Eg,, be a function that trans-
forms CLEs, I/l € Sy, obtained by G g, into HFLTSs,
Hg. S is the linguistic term set used by G i and Sj; is
the expression domain generated by G .

Egy : Su— Hg

The CLEs generated by the context-free grammar
G g are transformed into HFLTSs Hy as follows:

EG,(si) = {silsi € S}
EGy(at most s;) = {sj|s; < s; and s; € S}
EG,(at least s;) = {sj|s; > s; and s € S}

EG, (between s; and sj) = {si|s; < sp < sj
and s € S}

Eventually, to carry out the linguistic computa-
tions with CLEs, several computational models have
been proposed [16, 43, 65], which mainly consist of
merging the HFLTS by means of an envelope [16,
33]. In our proposal, we will use the concept of
fuzzy envelope [16], which represents the semantics
of the CLEs by means of trapezoidal fuzzy member-
ship functions, by keeping a fuzzy representation of
such preferences.

Definition 4. [16] The fuzzy envelope, envp(Hs), is
defined as a trapezoidal fuzzy membership function
as follows:

envp(Hg) = T(a, b, c,d)

where Hg is a HFLTS and T(a, b, ¢, d) is a fuzzy
trapezoidal membership function (see [16] for further
detail).

Note that a trapezoidal fuzzy membership function
can be defined as:

;

0, if x<a
YT i xe(ab]
b—a

pa =<1 if xecl
d_
d_;‘, if xe(cd
0, if x>d

\

with a and d being the lower and upper limits respec-
tively, for the not null values of w5 (x).

2.4. Related works

The use of HFLTS in CRPs has attracted the
attention of some scholars who have proposed dif-
ferent consensus models. Dong et al. defined in [7]
a distance-based consensus measure for HFLTS that
is used to develop an optimization-based consensus
model by means of a linear programming model.
The consensus model provides the optimal solutions
minimizing the number of changes between the
original and adjusted experts’ opinions. In a similar
way, Zhang et al. [60] proposed another distance
measure for HFLTS and developed a consensus
model for multi-atribute GDM which minimizes the
adjustment distance between the initial and adjusted
experts’ opinions in the CRP. Monserrat-Adell et al.
studied in [25] the degree of agreement among
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multiple decision makers in a GDM problem using
an algebraic extension of HFLTS and introduced
several individual and collective hesitant consensus
measures which allow to measure the polarization
within the group’s opinions.

The study of the consistency it is a very important
process because it ensures the opinions provided by
experts are neither random nor illogical. Since, sev-
eral proposals include a consistency process before
applying the CRP. Xu et al. [52] defined the additive
consistency of a hesitant fuzzy linguistic preference
relation (HFLPR) and introduced a consistency index
based on a deviation measure for HFLPRs to decide
whether a HFLPR is the acceptable consistency. An
algorithm to improve the consistency of a HFLPR was
proposed. Moreover, an individual and group con-
sensus indexes are defined to compute the consensus
degree of a GDM problem and a consensus reach-
ing algorithm was designed to reach the consensus.
Similarly, Zhao et al. [63] defined a consistency mea-
sure for HFLPR based on discrete fuzzy numbers and
proposed an optimization algorithm to increase the
consistency degree of a HFLPR. They also defined a
consensus measure to calculate the consensus level
based on the distance between individual prefer-
ence relations and developed a CRP. Considering
the additive consistency for HFLPR, Song et al. [38]
introduced two approaches to complete the missing
elements of a HFLPR, thus, the completed HFL-
PRs are consistent. They also developed a CRP that
adjusts only the maximum deviation elements in each
round. Wu et al. [48] used a possibility distribution
and the 2-tuple linguistic model to deal with HFLTSs
and presented a novel algorithm to improve the con-
sistency of a HFLPR. A consensus model based on
the distance between experts was also introduced. In
[47], Wu et al, defined another consensus model that
transforms the HFLTS into a possibility distribution
by means of the numerical scale model [8]. In such a
model, computations are carried out by means of the
possibility distribution and the consensus measure
introduced is based on it. This model uses the dis-
tance between experts and the collective preference
to obtain the consensus level. A similar consensus
process was introduced in [49], but the consensus
measure is based on the distance between experts.

A different challenge was studied by Tian et al. in
[40]. In this paper, the consensus model introduced is
able to deal with multi-granular and unbalanced lin-
guistic term set for HFLTS. A distance measure based
on ordinal semantics and possibility distribution is
defined and used in the consensus reaching algorithm.

3. A consensus model for GDM with CLEs
based on a fuzzy representation

The use of HFLTSs in GDM problems for mod-
elling experts’ preferences has been recently and
widely applied [1, 15, 34, 39, 57] because of its
advantages [35]. Hence, the need to achieve agreed
solutions has been object of interest in multiple
researches as it was aforementioned, but all of them
neglect the fuzzy representation of the HFLTSs, los-
ing valuable information in the process in many cases.
Therefore, in this section we propose a novel CRP for
dealing with GDM problems in which experts’ pref-
erences will be first elicited by means of CLEs that
are close to human cognition and then transformed
to HFLTSs and the latter will be modelled by means
of their fuzzy envelopes as fuzzy trapezoidal mem-
bership functions, keeping a fuzzy representation that
will be used to achieve the level of agreement required
in the CRP. The proposal modifies and adds new
phases to the classical CRP model (see Fig. 3) that are
shown in Fig. 5 and further explained in the coming
subsections.

3.1. Gathering preferences

The novel consensus model deals with GDM prob-
lems defined in a framework in which experts express
their preferences by CLEs instead of HFLTSs to make
the elicitation of preferences closer to the way that
human beings express their opinions. In particular,
each expert e; expresses his/her preferences by using
a preference relation P;, X x X — Sy, where S is
a linguistic terms set. Considering S the linguistic
terms set represented in Fig. 4, an example of prefer-
ence may be as follows:

— bt bad and medium good

P, = | atleast good — at most bad

bad bt medium and good -

Remark 1. bt stands for between.

3.2. Unification

Due to the fact that the context free grammar
presented in Def. 2 allows experts to provide their
preferences by either single linguistic terms or CLEs,
in which the former is represented by a single fuzzy
membership function and the latter for multiple
ones. It is necessary to conduct both representa-
tions into a unified expression domain. Hence, first
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Fig. 5. Proposed CRP scheme.

the CLEs will be represented by their fuzzy enve-
lope (see Def. 4) so both are represented by means
of parametric fuzzy membership functions. After
that, the unification process introduced in [11] is
adapted to conduct the gathered information into
fuzzy sets in a basic linguistic term set, Sy, as
follows:

Definition 5. [11, 20] Lets; = T(a, b, ¢, d) and ST =
sg e, sg be either the semantics of a linguistic term
in Sy or the fuzzy envelope of a CLE and the basic
linguistic term set respectively. The unification trans-

formation function 7,57 is then defined as:

T 1 8 = F(ST)

8T
Tosr(s) =Y _ st /vi

k=0

(1)
Vi = max min {15, (), t57 ()

being F(S7) the set of fuzzy sets defined in S7,
ws;(y) and Ms[(y) the membership functions of

the fuzzy sets associated to the terms s; and skT,
respectively.

For sake of clarity and similarly to [11], it is
assumed that each unified assessment is represented
just by the degrees of membership to each term of St,

pf" = (yl%‘ e yl-léf). Therefore, each unified expert’s

preference relation models each preference as a fuzzy
set as follows:

e (y[1()n7 R ylign)

(ylré)l’7yl’;lgl)

3.3. Computing consensus degree

Once unification process has been carried out, the
next step in the CRP is to compute the consensus
degree, cr € [0, 1], that measures the current level
of agreement in the group of experts [12]. The more
the consensus degree, the better the agreement among
experts. Our consensus model needs to adapt its com-
putation to the unified information obtained in the
previous step as follows:

— For each unified assessment pék =
()/l%‘, ey l-lg) a representative central value
cvﬁk € [0, g] is computed as follows:

g Ik
o index(s;) - yi:
Ik Jj=0 17Ty
v = T ,8j €8St (2)
7=0"ij

being index(s;) = j € {0, ..., g}.
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— For each pair of experts e;, ¢, (i < t), a sim-
ilarity matrix SM;; = (sm%‘)n «n 18 obtained.
Each similarity value st‘ € [0, 1] represents
the agreement level between the experts e; and
e; about the pair of alternatives (x;, xx) and it is
computed as follows:

Lk lk
cvjt — cvy

8

— The similarity values are aggregated by means
of an aggregation operator, p, by obtaining a
consensus matrix CM = (cmlk)nxn.

3)

k __
smi,_l—’

em'® = ,o(SIMlk)
SIMy, = {smllkz, RV smlllfn, ey @

Ik
Sm(m—l)m}

SIMj; represents the set of all pairs of experts’
similarities about the pair of alternatives (x;, xx)
with |SIM*| = (), and cm* the consensus
degree achieved by the group of experts about
the pair of alternatives (x;, xx).

— Starting from CM, a consensus degree ca
computed for each alternative x;.

I'is

n Ik
1 Zk:l,k +1CM
n—1

ca (5
— Finally, overall consensus degree, cr, is com-
puted as follows:

(6)

n )

_1¢ca
Iy

n

3.4. Consensus control

Analogously to the general CRP scheme presented
in Fig. 5, our proposal determines in this phase if the
required agreement is achieved or it is still necessary
to keep discussing to make closer the experts’ opin-
ions. Therefore, the consensus degree cr, is compared
with a consensus threshold « € [0, 1], that defines
the required consensus. If cr > «, the CRP ends and
the group moves on the selection process [34], other-
wise, the process requires another discussion round.
The number of discussion rounds is usually limited
by the parameter Maxrounds € N.

3.5. Feedback generation

When consensus required « is not reached, mod-
erator usually advises experts about where are the

conflicts and how to change their preferences, spe-
cially those whose opinions are further away from
the collective opinion, with the aim to increase the
level of agreement in the next round.

Classically, a human has played the role of the
moderator. However, our model replaces the role of
the moderator [28] by an automatic process. Thus,
the proposed feedback generation process identifies
the furthest preferences from the collective opinion
for each pair of alternatives and then, it is advised
to modify them according to a specific direction
(increase/decrease) determined by different rules.
This process consists of the following steps:

1. Compute a collective preference and proximity
matrices: A collective preference P, = ( pék)nx,,,
plck € [0, gl, is computed for each pair of alterna-
tives by aggregating preference relations:

plf = v(cvllk, ey cvffj) @)

Then, a proximity matrix PP; between the
expert ¢; and the collective preference P, is com-
puted as follows:

- ... ppil”
PP, =

1
poyt

Afterwards, proximity values ppﬁk € [0, 1] are
computed for each pair of alternatives (x;, xx):

)

Ik 73
=1 ‘L —Pe

8

Proximity values identify the furthest preferences
from the collective opinion and which one should
be modified by the experts.

2. Identify preferences to change: Consensus
degrees ca' and cp'* of each pair of alternatives
(x1, xx) are compared with the overall consensus
degree cr in order to identify the alternatives that
should be changed.

CcC = {(xl,xk)lcal <cr A cplk < cr}

Once the pairs of alternatives are identified, the
model looks for the experts who should change
their preferences on each of these pairs of alter-
natives. The identified experts will be those whose
assessment cvfk on the pair alternatives (x;, xi) €

CC is furthest to pék. To do so, an average
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proximity ppi¥ is calculated by means of an aggre-
gation operator.

' = applf, ..., pplh) )

Thus, expert e; whose ppfk < pp'* is advised to
modify his/her assessments pﬁk on (x;, xx).

3. Establish change directions: Once the modifica-
tions for the experts are identified, the following
step is to determine in which direction experts
should modify their assessments. Several direc-
tion rules are applied to suggest the direction
of the changes in order to increase the level of
agreement in the group. To do so, an acceptabil-
ity threshold € > 0, a positive value close to zero,
defines a margin of acceptability when cvfk and
p!* are close to each other.

— RULE 1: If cvff — p/* < —¢ then ¢; should
increase his/her assessments pﬁk on (x7, xg).

— RULE 2: If cvl* — p/* > ¢ then ¢; should
decrease his/her assessments pfk on (x;, xx).

— RULE 3: If —e <cvlf— p/f <€ then ¢
should not modify his/her assessments pﬁk on
(x1, Xk)-

The previous rules identify the direction of the
change but do not determine how much should
the change be carried out by experts. When the
expression domain in which experts express their
preferences is continuous, the change can highly vary
but, in a discrete domain as the current one used in our
proposal, such changes are much less because will not
be greater than the granularity of the linguistic term
set.

However, in order to show the performance of our
proposal, it will be implemented in the CRP sup-
port system, AFRYCA [27] and for sake of clarity
we will fix in such an implementation the modifica-
tions that can be carried out by experts according to
the direction of the change received, his/her current
assessment and considering experts accept the sug-
gestion provided by the consensus model, as follows:

- E;(pert e; should increase his/her assessment
A

*If pﬁk = 55, where s, is a single linguistic
term, then the recommendation for the expert
is to change his/her assessment so that pﬁk =
spt+o,0 € [1,g — 1], p+ 0 < g. In case that

sp = s¢ no change will be applied.
* 1If plk = at least s, or at most s, where s, is
a linguistic term, then the recommendation
for the expert is to change his/her assessment

so that pfk = at least spy¢ Or at most spy¢
respectively, 6 e [1,g— 1], p+6<g. In
case that s, = s, no change will be applied.

* If pfk = between s, and s4, Wwhere
Sp,Sq are linguistic terms p > g, then
the recommendation for the expert is
to change his/her assessment so that
pfk = between s, 9 and sq, 0 € [1, g — 1],
p+6 =< g. In case that 5,9 = 54, the new
assessment is pfk =54

- E;{pert e; should decrease his/her assessment
i

* If pﬁk = s5,, where s, is a single linguistic
term, then the recommendation for the expert
is to change his/her assessment so that pﬁk =
sp—g,0 €[1,g—1], p—0 > 0.In case that
sp = so no change will be applied.

* If pﬁk = at least s, or at most s ,, where s, is
a linguistic term, then the recommendation
for the expert is to change his/her assessment
so that pﬁk = at least s,_¢ or at most s,_¢
respectively, 0 € [1,g— 1], p—6>0. In
case that s, = so no change will be applied.

* If pﬁk = between s, and s, where
Sp,Sq are linguistic terms p > g, then
the recommendation for the expert is
to change his/her assessment so that
pfk = between s, and sq, 0 € [1, g — 1],
p — 6 > 0. In case that 5, = 59, no change
will be applied.

Remark 2. The parameter 6 € N and whose possi-
ble values are in the range [1, g — 1], expresses the
change degree to apply, which can be adjust depend-
ing on the desired degree.

Remark 3. Note that, the proposed consensus model
is focused on GDM problem with a few number of
experts and non-cooperative behavior of experts has
not been considered.

4. Case study

This section presents a case study, which is applied
to the proposed CRP, in order to demonstrate its
usefulness and advantages. Furthermore, among the
different proposals for CRP dealing with HFLTS we
make a comparison with the CRP model presented
in [48] because of similar phases and tasks but not
fuzzy representation. To facilitate such comparison,
the illustrative example presented by Wu et al. in [48]
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will be simulated for both CRP models. Note that
our CRP model has been implemented and integrated
into the intelligent CRP support system, AFRYCA
3.0[13,27].

4.1. Definition of the case study

The GDM problem formulated by Wu et al. in
[48] describes a situation in which an investment
company wants to invest a sum of money in the
best industrial sector. There are four possible
alternatives or sectors X = {x1, x2, x3, x4} and
four experts E = {ey, ez, e3,e4} who make the
decision. Each expert provides their preferences
using the following linguistic term set S = {sop =
Extremely poor, s| = Very poor, sy = Poor, s3 =
Slightly poor, s4 = Fair, s5 = Slightly good, s¢ =
Good, s7 = Very good, s3 = Extremely good}.

The preferences provided by the experts were rep-
resented in [45] by HFLTS as follows:

{sa} {54, 55} {s5, 56} {56, 57}
{s3,54} {sa} {s4,55} {s5}
{s2, 55} {53, 54} {sa} {s4,s5}
{s1,s2} {s3} {s3,s4} {54}

P =

{sa} {5, 56,57} {52, 53} {s6}
{s1,52, 83} {s4} {s2} {s4, ss}
{s5, 56} {s6} {sa} {56, 57}

{s2} {s3, 54} {s1,s2} {54}

P, =

{sa}  {ss} {s6,s7} {56, 57}
{s3}  {sa} {s4,s5} {55, 56}
{s1,52} {s3, 54} {sa} {55}
{s1,82} {s2, 53} {s3} {54}

{sa} {54, 55} {53, 54} {51, 52}
{s3,54} {sa} {5152} {s0,s1}
{54, 55} {s6, 57} {sa} {53, 54}
{s6, 57} {57, 58} {54, 55} {54}

For our proposal, the experts would provide their
preferences by using preference relations based on
CLEs, whose transformations into HFLTSs by Def 3
are equivalent to the above. The equivalent experts’
preferences by using CLEs can be expressed as fol-
lows:

S4 bt s4 and ss5 bt ss5 and s¢ bt sq and s7

bt s3 and sy S4 bt s4 and ss S5

P =

bt sy and ss bt 53 and s4 S4 bt s4 and ss

bt 51 and sy §3 bt s3 and sy S4
S4 bt ss5 and s7 bt s and s3 S6
bt 51 and s3 S4 §2 bt s4 and ss
bt s5 and s¢ S6 S4 bt s¢ and s7
$2 bt s3 and s4 bt s and s, S4
S4 S5 bt s¢ and s7 bt sq and s7
53 S4 bt s4 and ss5 bt ss and s¢
bt s1 and s, bt 53 and s4 S4 S5
bt sy and s, bt sy and s3 53 S4
S4 bt s4 and ss5 bt s3 and s4 bt s1 and s;

bt s3 and sy S4 bt s1 and so bt sg and s

Py =

bt s4 and ss bt sq and s7 S4 bt s3 and sy

bt sq and s7 bt s7 and sg bt s4 and ss S4

Additionally, it is necessary to establish the fol-
lowing parameters for our consensus model:

— Consensus threshold, o = 0.8.

— Acceptability threshold, e = 0.05.

— Change degree, 6 = 1.

— Maximal number of rounds, Maxrounds = 15.

Finally, another relevant aspect to take into account
in a CRP, is the experts’ behaviour. AFRYCA 3.0
allows to configure and simulate the behaviour of
the experts by means of the modification of several
parameters, being able to define if experts will be
receptive to accept recommendations provided for
the CRP models or not. For this case study, and to
subsequently carry out a proper comparison between
our proposal and the above mentioned CRP model,
we consider that experts are always receptive to the
suggestions.

4.2. Resolution of the case study

In order to solve the problem and reach the con-
sensus, the novel CRP is applied and included in the
intelligent CRP support system AFRYCA 3.0 [13,
27], which is used to carry out the computations and
visualize the CRP. Fig. 6 shows the evolution of the
experts’ preferences along to the CRP, by represent-
ing the collective opinion in the center of the plot
and the experts preferences around it. In the figure,
it can be appreciated that experts come closer as the
CRP progresses. The consensus is reached just in 2
round, which means that the feedback process works
properly, being able to identify the experts whose
opinions are further away from the collective one
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Fig. 6. Visualization of the CRP.
~ Tablel changes applied to such preferences. However, our
Simulation results proposal provides a formalized method to change
cr Rounds required Ranking Solution the assessments of the experts and none of applied
0.81 2 X1 > X3 > Xp > X4 X1 changes is assumed but computed in a formal way.

and change their assessments according to the rules
and the change process which were aforementioned
in Section 3.5. Apart from the visualization, Table 1
shows the results obtained when the CRP finishes.
According to the results obtained, the best sector to
invest money is the car industry, x;.

4.3. Comparison analysis

Even though, previous results provide a good per-
formance according to our goals, it should seem
convenient to compare such results with other pro-
posals for CRP. In our case we will compare with
the CRP proposed by Wu et al. [45] for sake of clar-
ity because both share phases and tasks. Hence, it is
interesting to compare both models in order to analyse
differences and similarities among both.

The first significant difference is the way in which
experts provide their preferences. In spite of Wu et al.
refer to the CLEs to provide the experts’ preferences,
they do not provide such preferences by using these
expressions.

Regarding to the CRPs results, both models need
the same number of rounds to reach the predefined
consensus threshold, 2, and reach a similar con-
sensus degree, 0.8021 for Wu et al. proposal and
0.81 for ours. Nevertheless, Wu et al. proposal does
not present a systematic and formalized mechanism
to change the experts preferences and suppose the

Furthermore, the changes provided by the Wu et al.
CRP model are directly applied to the HFLTS, in our
proposal, the changes are applied to the CLEs, an
important advantage, since the experts preserve the
type of expressions that they have used at the begin-
ning of the CRP and, being these expressions much
more understandable than HFLTS and thus, easier to
change for them.

According to the results for the ranking of
the alternatives, Wu et al. proposal provide the
same global ranking x; > x3 > x2 > x4, demon-
strating the robustness of the performance of both
models.

The consistency of the experts’ preferences of both
models is also analyzed. In this proposal is applied
the consistency index, (CI) € [0, 1], proposed by
Zhu et al. in [64]. This CI evaluates the consis-
tency of HFLPRs, so that the lower C/ the better the
consistency. Table 2 shows the experts’ preferences
consistency along to the CRP. Both models provide
appropriate values of consistency with slightly vari-
ations. However, the lack of a systematic process of
change in the Wu et al. proposal does not guaran-
tee that the consistency keeps proper values as could
be inferred from Table 2, since the changes applied
to the assessments are supposed not computed. Our
proposal, on the contrary, does propose a formalized
method for changing the experts’ assessments and
thus, it can guarantee that such assessments keep a
acceptable level of consistency along to the not only
the analysed CRP but any CRP, as shown in Table 2.
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Table 2
Consistency
Preferences Initial Round 1 Round 2
Wu et al. [45] P 0.03 0.03 0.03
23 0.04 0.04 0.02
P3 0.03 0.03 0.02
Py 0.05 0.09 0.09
Proposal P 0.03 0.03 0.03
P 0.04 0.07 0.07
P3 0.03 0.03 0.04
Py 0.05 0.05 0.04

5. Conclusions

Consensual decisions for GDM problems is a
growing societal demand that becomes harder and
more challenging by provoking the apparition of
experts’ hesitancy, which cannot be modeled by sin-
gle linguistic terms. However, there are not many
linguistic-based CRP that consider the latter issue.

A novel CRP for GDM in which experts’ pref-
erences are expressed by means of CLEs for
representing experts’ hesitancy has been introduced.
The model takes advantage of the HFLTS represen-
tation of the CLEs for keeping a fuzzy representation
of the information in the whole CRP and, in this way,
avoiding the possible loss of relevant information.
Furthermore, a comparative case study has been pre-
sented, showing the capacity of the model to achieve
an agreement in a quick, formalized and consistent
way. This model has been implemented and inte-
grated in an intelligent CRP support system.

As future research, we will study how to apply the
proposed consensus model for large-scale group deci-
sion making problems and face challenges related
to this kind of problems such as scalability, non-
cooperative behavior or time cost.
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Abstract: Consensus Reaching Process (CRP) is a necessary process to achieve agreed solutions
in group decision making (GDM) problems. Usually, these problems are defined in uncertain
contexts, in which experts do not have a full and precise knowledge about all aspects of the problem.
In real-world GDM problems under uncertainty, it is usual that experts express their preferences
by using linguistic expressions. Consequently, different methodologies have modelled linguistic
information, in which computing with words stands out and whose basis is the fuzzy linguistic
approach and their extensions. Even though, multiple consensus approaches under fuzzy linguistic
environments have been proposed in the specialized literature, there are still some areas where
their performance must be improved because of several persistent drawbacks. The drawbacks
include the use of single linguistic terms that are not always enough to model the uncertainty
in experts’ knowledge or the oversimplification of fuzzy information during the computational
processes by defuzzification processes into crisp values, which usually implies a loss of information
and precision in the results and also a lack of interpretability. Therefore, to improving the effects
of previous drawbacks, this paper aims at presenting a novel CRP for GDM problems dealing with
Extended Comparative Linguistic Expressions with Symbolic Translation (ELICIT) for modelling
experts’ linguistic preferences. Such a CRP will overcome previous limitations because ELICIT
information allows both fuzzy modelling of the experts’ uncertainty including hesitancy and performs
comprehensive fuzzy computations to, ultimately, obtain precise and understandable linguistic results.
Additionally, the proposed CRP model is implemented and integrated into the CRP support system
so-called A FRamework for the analYsis of Consensus Approaches (AFRYCA) 3.0 that facilitates the
application of the proposed CRP and its comparison with previous models.

Keywords: fuzzy linguistic approach; computing with words; extended comparative linguistic
expression with symbolic translation; group decision making; consensus reaching process

1. Introduction

Human beings are continuously facing decision making problems in their daily life, some of them
so simple that we do not even notice their presence. However, not all decision problems are so easy to
solve and the engagement of several people or experts with different knowledge may be necessary to
reach the solution, giving rise to Group Decision Making (GDM) [1-3]. Obviously, the participation of
several experts implies different points of view and consequently, conflicting opinions on the solution
to the problem. A GDM classical resolution scheme ignores the latter aspect and usually computes the
solution based on a simple aggregation of the initial experts’ preferences, disregarding the conflicts on
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the solution. It can result in several experts feeling that their opinions have been completely omitted [4],
decreasing the support for the solution and the resolution scheme in this or future decisions.

To overcome the previous drawback of the GDM process, a Consensus Reaching Process (CRP)
has been added to the GDM resolution scheme [5]. In brief, a CRP is a cyclical process in which the
experts discuss with each other and modify their initial preferences in order to achieve a satisfactory
and agreed solution. This process is usually guided by a moderator who identifies the experts whose
opinions are furthest from the rest of the group and advises them with the aim of bringing their
positions closer to the rest of the group. CRP has attracted the attention of many researchers and many
consensus models that support CRPs have been developed [4,6,7].

Most real-world GDM problems and their correspondent CRPs deal with uncertain and vague
information that should be properly modelled and managed to obtain reliable solutions. In such cases,
experts usually elicit their information by means of linguistic values or expressions that make them more
comfortable to represent their vague assessments. The inherent uncertainty of such linguistic values
has been successfully modelled by the fuzzy linguistic approach [8-11] resulting in Linguistic Decision
Making (LDM) [12,13]. Such a type of modelling implies processes of Computing with Words (CW)
[14,15], which is one of the most used methodologies for operating with linguistic assessments (words
in a natural or artificial language) and not numbers, thus emulating human cognitive processes [16].
The input in CW processes are represented by linguistic values that are manipulated to, finally, obtain
results represented by linguistic information that is easy to understand [17]. Most classical LDM
proposals in the literature model linguistic information by means of single linguistic terms [12],
in which the linguistic 2-tuple model has a prominent position [18,19]. However, it provokes some
limitations to experts during the elicitation of their knowledge [20]; thus, several proposals to model
multiple linguistic terms for experts” assessments have been proposed, with Hesitant Fuzzy Linguistic
Term Sets standing out (HFLTSs) [21].

Accordingly, many consensus models that deal with LDM problems have been proposed in the
specialized literature [6,22-25], but each presents significant, different drawbacks as follows:

1. Limitation to model expert’s uncertain knowledge: some models use single linguistic terms to represent
the experts’ preferences [22]. However, it is common that experts often have doubt among several
linguistic terms when providing their opinions due to the complexity of the problem and such
hesitancy cannot be modelled by using just a single linguistic term.

2. Closeness to human reasoning: other models represent more complex linguistic assessments [6,26] but
their preference modelling does not provide expressions close to humans” way of thinking.

3. CW integrity and Interpretability: in many linguistic CRPs, the fuzzy linguistic inputs
are oversimplified, transforming fuzzy representation into interval or crisp values [27,28],
which disrupts the CW process [16,17] suffering loss of information and lack of interpretability.

Even though, some recent improvements modeled linguistic expressions closer to human cognitive
process, for instance, by means of the use of context-free grammars to generate richer and flexible
comparative linguistic expressions (CLEs) based on HFLTSs [21,29]. This improves the interpretability
and allows for the two previous drawbacks to be overcome but still, the consensus models for such
a representation [26,30] cannot maintain an appropriate fuzzy representation during CW processes
and they use linguistic discrete representation domains which produce bias during the CRP. Therefore,
this paper takes advantage of a novel fuzzy linguistic modelling that hybridizes the main ideas
of the linguistic 2-tuple model [18] and the HFLTSs [21] resulting in the Extended Comparative
Linguistic Expressions with Symbolic Translation (ELICIT) information [31]. It provides the following
advantages regarding the previous mentioned drawbacks: (i) their representation is based on the
CLEs [21,29]; thus, they can model the experts” hesitancy, (ii) the ELICIT information is transformed
into fuzzy numbers with the premise of keeping as much information as possible by accomplishing
fuzzy computations without loss of information and then, the fuzzy numbers are retranslated into
linguistic expressions, which means the results are represented linguistically. Consequently, ELICIT
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information facilitates the representation of a continuous linguistic domain even in complex contexts
with multiple linguistic-term-based expressions and provides a fuzzy operational computational
approach to accomplish CW processes in a precise way, obtaining comprehensible results in decision
making problems.

Therefore, the aim of this research is to introduce a new consensus model dealing with ELICIT
that overcomes the previous limitations of an existing consensus model in LDM. This new consensus
model presents a key novelty, the use of ELICIT information. As far as we know, there is no other
proposal that uses this type of information in a CRP. Furthermore, the use of ELICIT provides
relevant advantages related to CW processes, expressiveness, loss of information and interpretability.
Then, contrary to other proposals, our consensus model performs precise fuzzy computations in a
continuous domain thanks to the symbolic translation of the ELICIT information, avoiding the loss
of information and, in turn, obtaining more accurate results that are easy to understand. In addition,
the proposed consensus model is implemented and integrated in the consensus support software
AFRYCA 3.0 (A FRamework for the analYsis of Consensus Approaches) [4,32,33] in order to simulate
the performance of the CRP and solve real world LDM problems dealing with ELICIT information.

To sum up, this proposal aims to achieve the following goals:

1.  Define a new consensus model to deal with fuzzy linguistic information modelled by means of
ELICIT information to overcome the limitations of the existing consensus model.

2. Such a model will apply CW processes to ELICIT information that will obtain precise linguistic
results that are easy to understand.

3.  Application of the ELICIT-based consensus model to a real-world GDM problem to show its
performance validity and advantages in comparison with other approaches by its integration in
the software AFRYCA 3.0 [32].

The remainder of this contribution is structured as follows: Section 2 reviews some basic concepts
related to the proposal. Section 3 presents a novel consensus model based on ELICIT information.
Section 4 introduces an LDM problem to show the performance of the proposal and includes a
comparative analysis with another approach with similar characteristics. To conclude this work,
Section 5 draws several conclusion and proposes future research directions.

2. Preliminaries

This section briefly revises the main concepts related to GDM, CRP and ELICIT information that
are necessary to understand our proposal.

2.1. Group Decision Making

GDM consists of the participation of several experts in the resolution of a decision problem.
By definition, a GDM problem is characterized by a finite set of experts, E = {el, €,..., em}, who provide
their opinions over a finite set of possible alternatives/solutions, A = {al, a,..., an} [1,5,34]. In GDM,
each expert ¢; expresses her/his opinion by using a preference structure P¥, a A x A matrix so that

k
T
pk — . .
k
Pop - —
where pf.‘j represents the preference of the expert e over the alternative 4; regarding the alternative a;.
The classical resolution scheme for this kind of problem is formed by two phases [35]:

(i) aggregation: the experts’ preferences obtained are aggregated by using an aggregation operator and
(ii) exploitation: one or several alternatives are selected as solutions to the problem (see Figure 1).
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Figure 1. GDM resolution scheme.

The definition of GDM problems under uncertainty is fairly common in real-world scenarios
because of pressure to make quick decisions and the lack of information and knowledge about the
problem. Therefore, the experts have to deal with incomplete and vague information and, as a result,
expressing their knowledge may become an extremely complex task. Under these conditions, linguistic
information and its modelling by linguistic variables [8-10] has obtained successful results [15] with
the use of CW processes [14]. The resolution scheme for LDM problems varies slightly regarding the
classical one shown in Figure 1—it includes, as the first step, the definition of the expression domain
that experts use to provide their linguistic preferences [36] (see Figure 2).

SELECTION OF SYNTAX AGGREGATION EXPLOITATION
AND SEMANTIC —

LM B Bl

- LINGUISTIC PREFERENCES

Figure 2. LDM resolution scheme.

The Figure 2 shows the need to accomplish computations with linguistic information to solve
LDM problems. The CW methodology has been successfully applied to compute and reason by means
of words, obtaining linguistic outputs from linguistic inputs [17,37]. Recently, CW has been intensively
and comprehensively applied in decision making [15,38] and thus, multiple CW schemes have been
proposed in the literature [39,40] to reinforce the need of easy computations to obtain accurate and
understandable linguistic results. The CW scheme introduced by Yager in [17,40] includes two
main processes in CW, translation and retranslation. The translation process transforms the linguistic
assessments into a format based on fuzzy tools to accomplish the computations. Then, the retranslation
process transforms the manipulated information into linguistic values that are easily to understand.

Multiple fuzzy-based linguistic modelling approaches together with their computational models
have been developed for CW [41,42]. One of the most remarkable is the 2-tuple linguistic model
proposed by Herrera and Martinez [18] due to its advantages in terms of interpretability and
accuracy [43].

2.2. 2-Tuple Linguistic Model

The 2-tuple linguistic model [44] is one of the most widely used linguistic models thanks to its
great qualities both in terms of interpretability and precision related to symbolic translation. This model
represents the information by a 2-tuple (s, &) in which s, is a linguistic term belonging to a predefined
linguistic term set S = {sg,s1,...,5¢} and « € [-0.5,0.5) is so-called symbolic translation, a numerical
value that represents the translation of the fuzzy membership function of s, in a continuous domain
(see Figure 3).

[0.5,05) ifsp € {s1,52,...,8¢-1}
[0,0.5) if sp = s0
[-05,0]  ifsy = sg

o
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Figure 3. Symbolic translation.

Note that, the symbolic translation computation in linguistic terms in S provides a value € [0, g].
This value can be translated into its corresponding 2-tuple linguistic value, (sp, ) using the function Ag:

Definition 1. [44] Let S = {s,...,s¢} be a set of linguistic terms and S the 2-tuple set associated with S
definedas S = S x [—0.5,0.5). The function As : [0,g] — S is given by:

= round(B)
=p-vr

with round(-) being the function that assigns the closest integer number i € {0,...,g} to B.

As(B) = (sp,a), with {P

)4

Therefore, a 2-tuple linguistic value (sp, «) can be represented by its equivalent numerical value 8
in the interval of granularity of S, [0, g].

Proposition 1. Let S = {so,...s¢} be a linguistic term set and (sp,a) € S be a 2-tuple linguistic value.
There is a function, AL

A1:5—0,g]
Agt(spa) = a+p = B

Remark 1. Note that according to Definition 1 and Preposition 1, the transformation of a linguistic term s, € S
into a 2-tuple linguistic value in S is obtained by adding a zero as a symbolic translation to the linguistic term:

speS—(sp,0) €8S

2.3. Consensus Reaching Process

The classical GDM resolution schemes shown in Figures 1 and 2 directly aggregate the experts’
preferences and do not guarantee a solution that is accepted by all the experts because agreement on it
is not considered. Therefore, some experts may disagree with the solution and feel that their opinions
have not been sufficiently considered during the decision process, which can result in either a lack
of support for the solution or lack of confidence in the GDM process. In such cases, to avoid such
drawbacks, an additional CRP has been added to the GDM process [7].

A CRP is an iterative discussion process among experts involved in the GDM problem in which
they discuss with each other, provide their different opinions and points of view and try to achieve a
higher collective level of agreement by adjusting their initial preferences and seeking a common point
of agreement [45]. A CRP is classically formed by four steps:

1. Gathering preferences: the experts analyze the GDM problem and provide their opinions over the
different alternatives by using preference relations.
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Consensus level: the level of agreement (cl) within the group is computed.

Consensus control: cl is compared with a predefined consensus threshold (u), which represents the
desired level of agreement to be achieved by the group. If the consensus threshold is reached,
the CRP finishes and a selection process of the best alternative starts, otherwise a new consensus
round begins. In order to avoid an endless CRP, the number of consensus rounds is limited with
another threshold (74x).

Feedback generation: the moderator identifies the experts whose opinions are furthest from the
rest of the group and advises them to change their preferences in order to reach a higher level
of agreement.

CRPs have attracted great attention from many researchers in recent years and a large number of

consensus models to support groups in CRPs have been presented in the specialized literature [7,23,46]
and several metrics have been proposed to study their performance [31].

2.4. ELICIT Information

Labella et al. proposed in [31] a new fuzzy linguistic representation model so-called ELICIT

with the aim of overcoming the drawbacks of existing linguistic representation models in terms of
interpretability and precision. The ELICIT information has two main advantages:

Interpretability: ELICIT information is generated by a context-free grammar [43]; thus, flexible and
rich linguistic expressions are built that are able to model the experts” hesitancy with expressions
such as between, at least or at most. Furthermore, in spite of the ELICIT information being
manipulated using fuzzy operations, the ELICIT computational model allows for the fuzzy
numbers to be translated again into ELICIT information by obtaining interpretable linguistic
results and following a CW approach [14].

Accuracy: a key aspect in the ELICIT information is the representation in a continuous domain
of the linguistic terms that compose the expressions, thanks to the symbolic translation value
introduced in the 2-tuple linguistic model (see Section 2.2).

The different complex linguistic expressions that compose the ELICIT information are generated

by means of the following context-free grammar:

Definition 2. [31] Let Gy be a context-free grammar and S = {so, ..., g} alinguistic terms set. The elements
of Gy = (Vn, V1, 1, P) are defined as follows.

VN = {(continuos primary term), (composite term),

(unary relation), (binary relation), (conjunction)}

Vr = {at least, at most, between, and, (so,a)7, (s1,a)7,...,(sg, &)}
[eVy

The production rules defined in an extended Backus-Naur Form are:

P ={I == (continuos primary term)|(composite term)

(composite term) ::= (unary relation)(continuous primary term)|

(binary relation)(continuous primary term)(conjunction)(continuous primary term)
(continuous primary term) = (so,a)7|(s1,&)7]...|(sg, &)

(unary relation) ::= at least|at most

(binary relation) = between

(conjunction) = and}



Mathematics 2020, 8, 2198 7 of 22

Some examples of ELICIT information may be: “at least (sp,a)7”, “at most (sp,a)7" and “between
(s,,, a1)" and (sq, ap)72”,

Remark 2. Note that the parameter <y, so-called adjustment, preserves relevant information about the parametric
form of the corresponding fuzzy number of a ELICIT and it is key to obtain results without loss of information [31,47].

The ELICIT representation model was proposed together with a CW approach based on the
fuzzy linguistic approach. This approach allows for fuzzy information to be computed in a precise
way and return linguistic and understandable results represented by ELICIT information. To carry
out these fuzzy operations, first the initial linguistic assessments modelled by complex linguistic
expressions are translated into trapezoidal fuzzy numbers (TrFNs) that represent their corresponding
fuzzy envelopes [31]. Then, fuzzy arithmetic operations are applied to the fuzzy envelopes in order to
preserve the fuzzy representation and guarantee that the new fuzzy numbers can be translated into
ELICIT information.

The fuzzy arithmetic operations are based on the work introduced by Rezvani and Molani [48].
They proved that, by means of the fuzzy numbers shape function and & — cuts, it is possible to
accomplish arithmetic operations that preserve the fuzzy parametric representation. Here, we present
the addition of the fuzzy operation because it will be used later in the contribution.

Definition 3. Let Tj(aq,a2,a3,as) and Tg(a}, ab, a},a)) be two fuzzy envelopes modelled by two TrFNs.
Suppose the normal shape functions of A, B as follows:

_ x—a
(x “ )' when x € [ay,a3), (5—2)" when x¢€ [}, a}),
az —a iy~
1 when x € [ay,a3], 1 when x € [a},a}],
i = =X\, e = ay—x. ;o
(a4 — 113) when x € (a3,a4), (az,1 — 11/3) when  x € (a},a}],
0 otherwise 0 otherwise
Supposing Az, By are the « — cuts of A and B [49], respectively:
AE = [m —l—El/n(ﬂz —ay),a4 — Rl/”(a4 —a3)]

By = [ay +a"/"(a) — a}),af — @'/ (a} — a})]

Definition 4. [48] The addition of two fuzzy envelopes modelled by two TrFNs A, B can be defined with a
shape function pi z_ g as

(x — (a; +a}))"

ap +ay <x <ap+aj,
(a2 + a3) — (a1 + a7) ! 2
1 ay +ah < x <az+aj,
yA‘FB = a +ul — X n
((4/ 4) ) 7 a3+ﬂé§xgﬂ4+ﬂi,
(a4+a4) - (a3+a3)
0 otherwise

The fuzzy arithmetic operations play a key role in the ELICIT computational model, since they
allow for the retention of the fuzzy parametric form when the fuzzy envelopes are manipulated and
make it possible to transform the fuzzy numbers back into linguistic information, fulfilling the basic
premise of the CW approach. This retranslation process into linguistic information is accomplished by
the function (.
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Definition 5. [31] Let S = {so, ..., sq} be a set of linguistic terms and A a fuzzy number. The function { is
given by

x = atleast (sp,a)7 if A = T(ay,a2,1,1)
C(A) = x, where x = at most (spa)Vif A = T(0,0,a3,a4) (1)
x = between (sp,0q)V1and (sq,a2)72 if A =T(ay,a2,0a3,a4)

Another key function in the ELICIT CW approach is { ~1, which transforms the ELICIT information
into TrFNs based on the fuzzy envelope computation:

Definition 6. [31] Let x an ELICIT expression and T(ay,ay,a3,a4) a TrFN. The function 7 lis defined
as follows:
0 Vix = T(ay,ap,a3,a4) (2)

such that, from an ELICIT expression, it returns its equivalent TrFN.

For the sake of clarity, the previous functions have not been fully described, see [31] for
further details.

3. Consensus Model with ELICIT Information

The need for dealing with complex GDM problems defined under uncertainty in real-world
scenarios demands new preference modelling that facilitates the flexible and correct elicitation of
experts’ knowledge. We have pointed out that CLEs based on HFLTSs [43] provide such a flexibility
and are similar to human cognitive processes. Different CRPs have been developed based on CLEs and
HFLTSs [26,50,51]; however, as has been pointed out previously, the use of a discrete representation of
the linguistic domain produces biases and problems in the evolution of the experts agreements across
the CRP. Therefore, this section introduces a new CRP that is able to deal with ELICIT information that
facilitates linguistic assessment elicitation, maintains the fuzzy representation across the CW processes,
uses a continuous representation of the linguistic domain that results in a proper evolution of the
agreement across the CRP and, finally, obtains precise and understandable results.

The ELICIT consensus model proposed follows the general scheme shown in Figure 4 but with
additional tasks, which are highlighted in Figure 5.

Consensus level

fa\
000

AR

TN
SR YRR [

Experts \Moderator / Consensus control

Feedback generation

Figure 4. CRP resolution scheme.
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pu

Consensus model
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Y

Modified preferences

Figure 5. Consensus model resolution scheme.

The resolution scheme shown in Figure 5 includes additional steps regarding the classical CRP
resolution scheme shown in Figure 4. First, the experts’ preferences are modelled by CLEs that are lately
transformed into ELICIT information. Then, the consensus level is computed by the following four
consecutive steps—(i) Compute similarity matrices; (ii) Compute consensus matrix; (iii) Compute consensus
level of alternatives; (iv) Compute overall consensus. The overall consensus, cl, is compared with the
predefined consensus threshold, y, in the consensus control step. Finally, if needed, a feedback process
composed by three processes—(a) Compute collective opinion; (b) Compute proximity matrices; (c) Compute
experts’ changes; will provide the modified preferences according to the suggestions provided by the
consensus model. The previous steps and processes are described in further detail in the following
subsections and summarized in Algorithm 1.
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Algorithm 1: Proposal steps

1

2
3

4

5
6

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

27

Data: The experts preferences, P¥, X x X — S, the predefined consensus threshold ,
the maximum number of consensus rounds 7,4y, the acceptability threshold ¢, the
change direction parameter 6 and the change degree parameters 6; and 0.

Result: The adjusted experts’ preferences ﬁk, X x X — S5p; and the consensus degree cl.

The preferences pi-‘j for each expert e, k € {1,2,..., m} modelled by CLEs are transformed into
ELICIT information. Afterwards, the fuzzy envelopes of the latter are computed using
Definition 6

cl is derived by using the computation of the similarity matrices, SM for each pair of experts
(ex,et),k < t by Equation (3). Then, a consensus matrix, CM is obtained by Equation (6). CM
is used to obtain the consensus degree ca; for each alternative a; using Equation (7). Finally,
the overall consensus degree c! is calculated using Equation (8).

while ¢! < y and round < 145 do

The collective opinion, C, of the experts” group is obtained with Equation (9). Then, a set of
proximity matrices PMF regarding the collective opinion are derived using Equation (12).

if ca; < pand cm;; < pand pmifj < prm;; then

if (P(ﬁf]) — (P(Cl]) < —ethen

Increase pf.‘j on (a;, a;).
if cen(ﬁ;‘j) — cen(c;j) > 0 then
‘ Significant change.
else
‘ Slight change.
end
Ise if 4)(;55) — ¢(cij) > e then
Decrease pfj on (a;,a;). if cen(ﬁffj) — cen(c;j) > 6 then

[«

‘ Significant change.

else
‘ Slight change.
end
else
‘ No change.
end
else
‘ No change.
end
end

3.1. Input Information

In this initial step of the proposed CRP, each expert ¢, can elicit their preferences into a linguistic

preference relation whose values could be any of the generated ones for the context-free grammar
introduced in Definition 2. Initially, it is reasonable that the elicited assessments by experts would be
CLEs or linguistic terms to model her /his opinions in a matrix P¥ = (pi-‘j)nxn, where pi.‘j is either a CLE
or a linguistic term. Assuming the linguistic terms set, S = {very weak, weak, fair,strong, very strong},
an example of such an input matrix may be the following:

— at most weak strong
Pk = at least strong — between weak and fair
weak between fair and strong —
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3.2. Transformation into ELICIT Information and Fuzzy Numbers

The initial CLEs expressions PZ’ provided by the experts are transformed into ELICIT information.
Depending on the type of CLE, the corresponding ELICIT information is obtained according to
Remark 1 as follows:

single linguistic term: the CLE s, is transformed into (s, 0)°.

e atleast expression: the CLE at least s, is transformed into at least (sp,0)°.

e at most expression: the CLE at most s, is transformed into at most (s,,0)°.

e between expression: the CLE between s, and s, is transformed into between (s,,0)° and (sq,0)°.

Once the initial CLEs are transformed into ELICIT information, the fuzzy representation of the
latter is obtained by the function ¢ ~1 (see Definition 6). The experts’ preferences transformed into
TrFNs are noted as ﬁf]

3.3. Compute Consensus Level

In this step, the current consensus level within the group is computed. This process is divided
into several sub-steps:

3.3.1. Compute Similarity Matrices

A similarity matrix SM* = (smé‘jt)nxn for each pair of experts (e, e;) is computed:

‘ m—1 m n—1 =n .
Smijt = Z Z Z Z Sim(ﬁij/ﬁzt'j) (©)

k=1 t=k+1 i=1 j=n+1

where f)i-‘]- and ﬁlt-j represents the TrFNs of the preferences of the expert ¢, and e; over the pair of
alternatives (a;,a;) and sim(-) computes the similarity between two TrFNs.

Definition 7. Let A = T(ay,a,a3,a4) and B = T(a}, a}, a}, a}) two fuzzy numbers, the similarity measure
between them is computed as follows

sim(A,B) = 1—dist(A,B) (4)

where dist(A, B) represents the distance between fuzzy numbers computed as follows

A
™=

dist(A,B) = (|a; — al]) )

i=1

3.3.2. Compute Consensus Matrix

From the aggregation of the similarity values, a consensus matrix CM = (c#;;)uxn is computed:

n—-1 n m—1 m
m(m—1
emy =y, y, Ml 5 VY Y s (6)
i=1 j=i+1 k=1 t=k+1

3.3.3. Compute Consensus Level for Alternatives

The degree of consensus ca; for each alternative 4; is computed:

Yo i CMMj
ca; = e n,]fll (7)



Mathematics 2020, 8, 2198 12 of 22

3.3.4. Compute Overall Consensus

The overall consensus cl is computed as:

2?21 ca;

cd =

3.4. Consensus Control

The overall consensus degree c! is compared with the predefined consensus threshold y. If the
latter is achieved, a selection process of the best alternative starts, otherwise, the CRP requires another
discussion round to increase the level of agreement.

3.5. Feedback Mechanism

The feedback mechanism requires the identification of the experts who are furthest from the rest
of the group and the assessments over the alternatives to change.

3.5.1. Compute Collective Opinion

The collective opinion C = (c;jj)uxn of the experts’ group is obtained from:
n-1 n 1
cj =3, ). (pij-- - Pij) 9)
i=1 j=i+1

where 1 represents the fuzzy arithmetic mean aggregation operator defined as follows (see Definition 4):

Definition 8. [31] Let {A1,..., A} be a set of fuzzy numbers, the fuzzy arithmetic mean P is computed
as follows:

— ~ 1
lp{Al’ Ty Am} = E (VA1+A~2+..A+Am) (10)
where the division between a TrFN, A = T(ay,ap,a3,ay), and a scalar o is computed as follows:
A ay ap as a
- = T Ty s ]-1
0 ( oo’ 0’ o ) (11)

3.5.2. Compute Proximity Matrices

For each expert ¢; her/his proximity matrix PM* = (pmf]) regarding the collective opinion is
computed so:

pmé‘j =) Z Z sim(ﬁé‘]«,clj) (12)

3.5.3. Compute Experts’ Changes

To apply the changes to the experts’ preferences, it is necessary to identify the assessments of the
pair of alternatives to change, and which experts have to modify such assessments.

e Identify alternatives: the pair of alternatives (a;, a;) will be modified if ca; < p and cm;; < p.

o Identify experts: the expert ¢ is candidate to modify their preferences if pmfj < pm;;, where piri;;
is the average proximity value of all the experts for each pair of alternatives (a;, ;) selected to
be modified.

Once the alternatives and experts have been identified, the next step consists of defining the
direction of change (increase/decrease). To determine the direction, an acceptability threshold of
change, ¢, is introduced. According to this value, several direction rules are applied:



Mathematics 2020, 8, 2198 13 of 22

e RULET1:If (p(ﬁfj) — ¢(cij) < —e then ¢; should increase her /his assessments pfj on (a;,a;).
e RULE2: If ¢( f)f]) — ¢(cij) > ¢ then ¢, should decrease her /his assessments pf-‘j on (a;, a;).

where ¢(-) denotes the defuzzified value of a TrFN T (a3, ay, a3, a4) such that:

(a1 + 2ap + 2a3 + ay)

P(T(a1,a2,03,04)) = G (13)

Finally, we define how the change in the preference will take place. The degree of change to
apply is a very relevant aspect in a CRP, since an excessive/insignificant modification in the experts’
preferences could lengthen the CRP more than necessary.

Our proposal includes an adaptive process to deal with the latter issue so a greater or slighter
change is applied depending on the distance between the expert’s preference to be modified and the
collective opinion. This is a key aspect of our contribution since, contrary to other existing proposals,
the ELICIT information allows for the modification of the experts’ preferences in a continuous domain.
Whereas other consensus models that use HFLTSs or CLEs apply the change in the experts’ preferences
by means of “jumps” between the linguistic terms belonging to a predefined linguistic term set and
thus, in a discrete domain, our proposal can use the symbolic translation of the ELICIT information
to apply the changes in intermediate continuous values between linguistic terms. This facilitates the
reaching of a consensus since excessive modifications in the experts’ preferences that may provoke
a deadlock in the consensus process are avoided, as it will be shown in the comparative analysis
introduced in Section 4.3.

To identify the degree of change needed in the expert’s preferences, we use the concept of centroid
of a fuzzy number [52]. If the distance between the centroid of the fuzzy number that represents the
expert’s preferences, noted as cen(ﬁ;‘j), and the fuzzy number that represents the collective opinion,
cen(c;j), for the pair of alternatives (a;, a;) is greater than a predefined closeness threshold 6, the change
to apply will be greater, otherwise, it will be less. This is summarized in two cases:

e CASE 1: If |cen( f)i‘]) —cen(cjj))| > 0 then a significant change is applied. This change will be
applied directly over the linguistic terms that compose the ELICIT expression.

e CASE2: If |cen( ﬁi‘])) —cen(cjj))| < 0, then a slight change is applied. This change will be applied
over the symbolic translation of the terms of the ELICIT expression.

Remark 3. The function cen(-) represents the coordinate x of the centroid of a fuzzy number and the parameter
8 > 0 defined as a closeness threshold between the expert’s preference and the collective opinion.

Depending on the case, we studied two changes direction, increase and decrease:
e CASE1

- Increase assessment

x If pfj = (sp,a), then the advice for the expert is pf?j = (spto,a), 00 € [1,§—1],
p+ 01 < g In case that s, = sg no change will be applied.

* If pifj = atleast (sp,«) or atmost (sp,a), then the advice for the expert is
pfj = atleast (sp4g,, &) or at most (s,49,, ), respectively, 6 € [1,g —1], p+6; < g.

In case that s, = s¢ no change will be applied.

x If pi‘(j = between (sp,a1) and (sg,a2) then the advice for the expert is
pfj = between (s,.49,,&1) and (sq,a2), 01 € [1,§ —1], p+ 61 < gand p +6; < g. In case
thats,, 9, = s;and a; > ay, the new assessment is pi.‘]. = (Sp+40,,&1)-
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- Decrease assessment

*

CASE 2

If pi.‘]. = (sp,a), then the advice for the expert is pfj = (sp_g,a), 01 € [1,§—1],
p — 01 > 0. In case that s, = sp no change will be applied.

If pi-‘]- = atleast (sp,a) or atmost (sp,«), then the advice for the expert is
pfj = atleast (sy_g,, &) or at most (s,_g,, ), respectively, 0, € [1,g —1], p—0; > 0.
In case thats, = sg, no change will be applied.

If pi-‘]- = between (sp,a1) and (sgaz), then the advice for the expert is
pi»‘j = between (sp,a1) and (s;_g,,a2), 01 € [1,§—1],9—0; > 0Oand g—0 > p.
In case thats, g, = s, and ay < a1, the new assessment is p;‘j = (s4-0,,%2)-

- Increase assessment

*

*

If pi-‘]- = (sp, &), then the advice for the expert is pi.‘j = (sp,a+6),60, €[0,05].

If pifj = atleast (sp,«) or atmost (sp,a), then the advice for the expert is
pfj = atleast (sp,a + 6) or at most (s,,a + 6,), respectively, 6, € [0,0.5].

If pi-‘]- = between (sp,«1) and (s;,a2) then the advice for the expert is
pfj = between (sp, a1 +63) and (sg,a2), 02 € [0,0.5]. In case that (sp, a1 +62) > (s4,02),

the new assessment is pifj = (sp, 1+ 67).

Decrease assessment

If pi-‘]- = (sp,«), then the advice for the expert is pi-‘]- = (sp,a—6,),6, €[0,0.5].

If pi.‘]. = atleast (sp,«) or atmost (sp,a), then the advice for the expert is
pffj = at least (sp, & — 6) or at most (s, « — 6>), respectively, 6, € [0,0.5].

If pfj = between (sp,a1) and (sg, &), then the advice for the expert is
pi-‘j = between (sp,a1) and (sq, a2 — 62), 02 € [0,0.5]. In case that (sq,a2 — 62) < (sp, 1),

the new assessment is pi-‘]- = (sq, a2 —62).

Remark 4. The adjustment parameters 01 and 0, represent the change degree to apply.

4. Case Study

This section introduces a real world GDM problem to show the performance of the proposed

consensus model together with its advantages and novelties. Furthermore, a comparative performance
analysis with another consensus approach is introduced. Note that both the GDM problem below and
the consensus approaches have been integrated into the AFRYCA 3.0 software [4,32,33].

Let us suppose a panel of eight experts, E = {e1, ey, e3,¢4,€5,¢6,€7,e3}, who have to decide

between three action plans to increase the flow of tourists in a given city. The three action plans are
A = {ay : TV advertisement, ay : sport event, ag : commercial products}. Due to the complexity of the
the decision, the experts express their preferences by using the linguistic expression domain shown
in Figure 6.
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Figure 6. Expression domain.

The adjustment parameters to solve this problem are as follows:

Remark 5. Note that the values of the parameters (see Table 1) y and 14 have been assigned with the aim
of showing clearly that our proposal is able to reach a high level of agreement in decision situations in which
the time pressure is key. The parameters €, 61 and 0, have been evaluated taking into account the multiple
experiments that we have carried out using the AFRYCA software. Finally, the value for 0 represents the distance
between two consecutive linguistic labels in a linguistic term set. We consider that when the distance between
the centroids of the expert’s preference and the collective opinion is greater than 0, we should apply a significant
change. Otherwise, the distance would be smaller than the one between two consecutive linguistic labels and the
change should be slighter.

Table 1. Parameters.

Parameter Value
U 0.9
Ymax 5
€ 0.05
0 1/g
01 2
0> 0.2

Finally, a key aspect in any CRP is the experts’ behavior in the face of the changes advised by
the model. AFRYCA 3.0 allows for the configuration and simulation of different experts” behavior,
which means experts may accept the recommendations provided for the consensus approach or refuse
them. Keeping in mind our idea of doing a fair comparison between our proposal and another CRP
model and showing the advantages of the former, we considered that experts always accept the
recommendations provided by both models.

4.1. Resolution Scheme

In order to solve the GDM problem by using the CRP support system AFRYCA 3.0 and according
to the resolution scheme introduced in Section 3:

1. Input information: the experts provide their assessments by means of HLPR using the expression
domain shown in Figure 6. These preferences are shown below:

— very bad good
very good - at most very bad
bad at least very good -

e =
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— very good  very bad
ey = | very bad — very good
very good  very bad —

- bt horrible and very bad ~ good
e3 = | bt very good and excellent - very bad
bad very good -

— bt medium and good — medium
eq = | bt bad and medium — very good
bad very bad -

— very good medium

es = | very bad — bad
medium good —
— good horrible
ep = bad - at most very bad

excellent at least very good —

- bad horrible
ey = good - bt medium and good
excellent bt bad and medium -

— medium good
eg = | medium - at most very bad
bad  at least very good -

2. Transformation into ELICIT information and Fuzzy Numbers: the assessments modelled by CLEs
are transformed into ELICIT information and, finally, into TrFN, ﬁi‘]

3. Compute the consensus level: initially, the level of agreement within the group is ¢/ = 0.72.

4. Consensus control: taking into account that 4 = 0.9, the desired level of consensus is not
achieved thus, a consensus round is necessary.

5. Feedback mechanism: the pair of alternatives to be changed and the expert candidates to modify
their assessments are identified:

e  DPair of alternatives to change: (a1,a3), (a1,a3), (a2, a3)

e  Experts’ assessments to change: e; = {(a1,a2), (a1,a3), (az,a3)},e2 = {(a1,a2), (a2,a3)}, €3 =
{(a1,a2), (a1,83)},es = {(a2,a3)},e5 = {(a1,a2)},e6 = {(a1,43), (a2, a3) }, €7 = {(a1,a3)}, €5 =
{(all a3)/ <a21 ng)}

Then, depending on the direction of change and the degree of change needed, the assessments are
modified. Figure 7 represents the evolution of the experts’ preferences across the CRP by using
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the multi-dimensional scaling technique [53]. In the center of each plot, the collective opinion of
the experts is represented and around it, the experts’ preferences. The closer the experts are to
the collective opinion, the greater the level of agreement in the group.

INITIAL PREFERENCES ROUND 1
*
€4
e s &
+
e’l Collective Collective
. Y 2 1ot
eg ’8 e“z 5
€5 e3 7
+
€6

Figure 7. CRP evolution.

After the first discussion round, the level of agreement achieved in the group is ¢/ = 0.9.
Due to ¢/ > yu, the CRP finishes and the selection process of the best alternative starts. For this
problem, the ranking of alternatives is a3 > a, >~ a1, thus a3 is selected as the solution to the problem.
The ranking of the alternatives is obtained from the collective opinion computed by Equation (9) and a
dominance process [54].

4.2. Discussion

The results obtained in the previous section demonstrate the good performance of the proposed
consensus model. Despite the desired level of consensus being high (1 = 0.9) and the initial
consensus degree in the group being far from this value (c/ = 0.72), our consensus model needs
only one discussion round to achieve the desired level of consensus. That means, that our consensus
model is able to achieve a high level of agreement rapidly, thus, it can be applied perfectly both to
LDM problems where a high level of consensus is required within the group and to problems where
the time pressure is key, such as emergency decision situations. The ELICIT information and its
modelling in a continuous domain are key to achieving these excellent results, since both precise
fuzzy computations and changes in experts’ preferences can be carried out. The computations by
means fuzzy operations avoid the loss of information in the resolution process by obtaining more
reliable solutions and the experts’ preferences are modified in the right measure, discarding excessive
changes that negatively influence the achievement of consensus. Furthermore, the initial preferences
are represented linguistically as well as the final preferences, which facilitates the elicitation task and
the understanding of the CRP. This is of great importance since experts should be able to understand
the results that the consensus model provides, otherwise, it is meaningless. To further highlight the
good performance of our proposal, in the following section, we will detail a comparative analysis with
another model similar to ours.

Inevitably, our proposal presents some limitations that may be fixed in future works. For instance,
the values for the parameters introduced in Table 1 have been assigned according to several experiments
carried out with AFRYCA but, undoubtedly, on many occasions, these values will depend on the
decision problem to deal with. Although many of the values have a good performance in any
decision situation, it would be interesting to provide a formal methodology to set them accordingly.
Additionally, we have focused our proposal on decision making problems with few experts but, today,
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decision problems with hundreds or thousands of experts are common too [7,23]. We should adapt
our consensus model to deal with the challenges related to this kind of problems, such as scalability or
polarized opinions.

4.3. Comparative Analysis

Despite the previous results that show a good performance according to our goals, it is key to
perform comparisons with other CRP approaches with similar features. In our case, we compare with
the CRP proposed in [55] because of its similarity with our proposal.

In the resolution of the previous GDM problem with the latter approach, we draw interesting
conclusions. The model achieves the maximum number of rounds and does not reach the desired
level of agreement (see Figure 8). There are two main reasons for this behavior. Firstly, the linguistic
information is transformed into numerical values, losing information in the process. Secondly, when
the experts express their preferences in a continuous domain, as in the ELICIT assessments case,
the change can vary greatly but, in a discrete one, such change is less because it will not be greater than
the granularity of the linguistic term set, which limits a lot the feedback process. The latter drawback
can be also appreciated in Table 2. The consensus level achieved c/ = 0.86 in the second round but,
in the third one, the level of agreement decreased. This means that the model accomplishes excessive
changes in the experts’ preferences that decrease the level of agreement within the group.

INITIAL PREFERENCES ROUND 1 ROUND 2
*
e4 A e6
%6 o
e3 * eg
2 2 * e4 *
9‘1 Collective 9 €1 Collective e‘l Collective
4 (5] * * @
* €7 eq
he eg e5 pus frs
es & $
[} €2
*
€6
ROUND 3 ROUND 4 ROUND 5
* *
M 6 €6 & 6
L
4 %
Collective e‘l Collective . Collective
& es A s x
& e7 ) & 7
* g; *

Figure 8. CRP evolution with [55].

Table 2. Consensus level in different rounds.

Round cl
1 0.77
2 0.86
3 0.82
4 0.71
5 0.82
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This comparative analysis shows the importance of using ELICIT information in CRPs, since it
allows for more accurate computations and precise changes in the experts’ preferences to be carried
out, which helps a desired level of consensus to be acheived faster.

5. Conclusions and Future Works

This work has introduced a new consensus model under linguistic environments based on ELICIT
information. This approach allows for modeling of the experts’ preferences by means of linguistic
complex expressions to be closer to the experts” way of thinking by facilitating the elicitation task.
Furthermore, precise computations with fuzzy operations are carried out together with a linguistic
representation of the result that facilitates their understanding by the experts. Finally, a case study has
been presented in order to show the performance of the proposal together with a comparative analysis
with another proposal to highlight its superior performance. The results obtained from the case study
and the comparative analysis show the good performance of our proposal. It is able to achieve a high
level of consensus with just a single consensus round. The use of ELICIT information and its modelling
in a continuous domain allows for the application of more precise changes to the experts’ preferences
and positively influences the achievement of the consensus within the group. The latter issue has been
widely proved in the comparative analysis with another proposal with similar characteristics in which
the desired level of consensus is never reached.

As future research, Large-Scale Group Decision Making (LSGDM) problems are becoming more
common and they are drawing the attention of researchers. In this type of problem, it is even more
necessary to apply CRP because of the large number of experts involved in the decision process. For this
reason, we will study how to apply the proposed consensus approach to deal with LS-GDM problems.
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HFLTS Hesitant Fuzzy Linguistic Term Set
CLE Comparative Linguistic Expression

ELICIT Extended Comparative Linguistic Expressions with Symbolic Translation
AFRYCA A FRamework for the analYsis of Consensus Approaches

Ccw Computing with Words
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1. Introduction

Decision making is a common process in human being’s daily
life, characterized by the existence of at least two alternatives and
the need of selecting which one is the best solution of the prob-
lem. Nowadays, several experts with different points of view often
take part in a decision problem with the aim of obtaining a com-
mon solution, leading to a Group Decision Making (GDM) problem.
Traditionally, the GDM problems have been solved by a selection
process (Herrera, Herrera-Viedma, & Verdegay, 1995), but such a
process ignores the agreement among experts, which implies that
some experts may think that their opinions have not been con-
sidered sufficiently. Disagreement among experts is inevitable in
most of real world problems, hence it is important to remove the
disagreement among experts to obtain an agreed solution that is
generally more appreciated by the group and stakeholders as well
as demanded by many real world problems. Thus, a Consensus
Reaching Process (CRP) has been added in the resolution of GDM
problems. In a CRP, experts discuss and modify their preferences
to make them closer to each other with the aim of increasing the

* Corresponding author.
E-mail addresses: alabella@ujaen.es (A. Labella), 20140046@huel.edu.cn (H. Liu),
rmrodrig@ujaen.es (R.M. Rodriguez), martin@ujaen.es (L. Martinez).

https://doi.org/10.1016/j.ejor.2019.08.030
0377-2217/© 2019 Elsevier B.V. All rights reserved.

level of agreement among experts to obtain an acceptable solu-
tion for all of them (Butler & Rothstein, 2007; Dong & Xu, 2016;
Herrera-Viedma, Cabrerizo, Kacprzyk, & Pedrycz, 2014; Palomares
& Martinez, 2014; Palomares, Martinez, & Herrera, 2014b; Palo-
mares, Rodriguez, & Martinez, 2013; Xu, Du, & Chen, 2015). There
are different interpretations of consensus, from unanimous agree-
ment among the group to more flexible soft consensus (Cabrerizo,
Moreno, Peréz, & Herrera-Viedma, 2010; Kacprzyk & Fedrizzi, 1988;
Kacprzyk, Nurmi, & Fedrizzi, 1997; Kacprzyk & Zadrozny, 2010;
Kacprzyk, Zadrozny, & Ra$, 2010; Zhang, Kou, & Peng, 2019). In
the literature there are many consensus models (Herrera-Viedma
et al., 2014; Palomares, Estrella, Martinez, & Herrera, 2014a; Zhang,
Dong, Chiclana, & Yu, 2019). Palomares et al. (2014a) provided a
comprehensive taxonomy of CRPs based on two dimensions (see
Fig. 1):

a) Consensus with feedback and without feedback.
b) Consensus measures based on distances to the collective
opinions and based on distances between experts.

In the horizontal axis, the CRPs ‘without feedback’ achieve
consensus by modifying initial opinions without consider experts
meanwhile, CRPs ‘with feedback’, involve discussions among ex-
perts and they should modify their opinions to reach a consensus.
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Consensus measures based on distances
to the coll(if:tive opinions

Feedback Without

feedback

\ .
Consensus measures based on distances
between experts

Fig. 1. A taxonomy for consensus approaches.

Despite there are many proposals on CRPs (Cheng, Zhou,
Cheng, Zhou, & Xie, 2018; Chiclana, Mata, Martinez, Herrera-
Viedma, & Alonso, 2008; Herrera-Viedma, Herrera, & Chiclana,
2002; Kacprzyk & Zadrozny, 2010; Rodriguez, Labella, De Tré, &
Martinez, 2018; Wu, Kou, & Peng, 2018), there is no any suit-
able criteria to evaluate and compare the CRPs, and show which
one has a better performance for a given GDM problem. Recently,
the software AFRYCA (A FRamework for the analYsis of Consensus
Approaches) (Labella, Liu, Rodriguez, & Martinez, 2018; Palomares
et al., 2014a) was a first attempt to facilitate the analysis and com-
parison among different CRPs’ performance. This tool uses several
measures such as the number of rounds necessary to reach con-
sensus, number of changes carried out across the CRP and differ-
ent consistency measures as criteria to compare the performance
of different CRP models (Labella et al., 2018). However, these cri-
teria are quite simple and cannot objectively and adequately mea-
sure the performance of different CRP models. Thus, our objective
is to define an objective metric to evaluate the performance of a
CRP taking into account the cost of modifying experts’ opinion.

Several researchers have pointed out the importance of consid-
ering cost of modifying experts’ opinion to reach consensus and
it has become an attractive challenge to tackle in CRPs. Ben-Arieh
and Easton (2007) defined the concept of minimum-cost consen-
sus (MCC) and proposed the first MCC model which uses a lin-
ear cost function to achieve consensus. Afterwards, Ben-Arieh, Eas-
ton, and Evans (2008) introduced another MCC model by using a
quadratic cost function, and taking into account these two mod-
els as a base, some new MCC models have been proposed (Gong,
Zhang, Forrest, Li, & Xu, 2015; Li, Zhang, & Dong, 2017; Liu, Chan,
Li, Zhang, & Deng, 2012; Zhang, Dong, & Xu, 2013; Zhang, Dong,
Xu, & Li, 2011; Zhang, Gong, & Chiclana, 2017). Nevertheless, all
these models, modify experts’ opinions automatically without ex-
perts’ supervision and consider just a consensus measure, the dis-
tance of each expert to the collective opinion, ignoring a minimum
agreement among all experts. It must be highlighted that small
distances among experts and the collective opinion cannot always
ensure a required acceptable consensus level. Therefore, it is nec-
essary to consider a more comprehensive cost model that not only
uses the distance of each expert to the collective opinion, but also
reaches a minimum agreement among experts to obtain better and
more acceptable solutions.

In this paper, first several novel MCC models that integrate both
consensus measures, (i) distance to collective opinion and (ii) min-
imum agreement, are introduced. Such MCC models will achieve

optimal solutions from each point of view to achieve consensus,
but they will not take into account experts for modifying their
opinions. Therefore, such an optimal solution will be used to define
a Cost Consensus Metric (CCM) that studies the cost performance
of CRPs that consider the modification of the experts’ opinions to
achieve consensus. This CCM will be implemented in the software
AFRYCA and a comparative analysis of the cost performance among
several CRPs will be carried out to show the results obtained by
this new metric.

The remainder of this paper is structured as follows.
Section 2 reviews some basic concepts about GDM, CRPs and
MCC models. Section 3 presents some new MCC models that
consider the distance of each expert to the collective opinion
and a minimum agreement among experts to achieve consensus.
Section 4 introduces a CCM to evaluate the performance of CRPs.
Section 5 provides a comparison experiment of several existing
CRP models and analyzes the results by means of AFRYCA. Finally,
Section 6 points out some conclusions.

2. Preliminaries

This section makes a short review about basic concepts of
GDM, CRP and MCC models, that are necessary to understand our
proposal.

2.1. Group Decision Making

GDM problems are very common activities in human’s life
which consist of a set of experts E ={e;,...,en}, who provide
their preferences over a set of possible alternatives or options
X ={x1....,xn}, with the aim of obtaining a common solution (Lu,
Zhang, Ruan, & Wu, 2007). Each expert e, cE expresses his/her
opinions over the different alternatives in an information domain
by means of a preference structure. There are different preference
structures for GDM problems:

« Preference relation: in a preference relation P¥, the assessment
p{.‘j provided by the expert ey, represents the preference degree

of the alternative x; over the alternative x;, i, j € {1,...,n}. It is
shown as follows:
k k
Pn - Pipn
Pk — . .
k k
pnl t pnn

Decision matrix: in a decision matrix, the assessment pf.‘j rep-
resents the expert e;’s opinion over the alternative x; based on
a certain decision criterion ¢j, unlike a preference relation that
establishes pairwise comparisons between alternatives. It is ex-
pressed as follows:

c! c2 . d
Xt | Pu | P2 | --- | Pu
X2 | P21 | P22 | --- | P
Xn | Pm1 | Pn2 | - Dni

There are different preference relations depending on the ex-
pression domain, such as fuzzy preference relation (FPR), linguistic
preference relation, hesitant preference relation (De Baets & Fodor,
1997; Rodriguez, Xu, Martinez, & Herrera, 2018), etc. The use of
FPR facilitates the preference elicitation to experts by means of
pairwise comparison in a continuous scale in [0,1], due to its sim-
plicity and easy construction it is one of the most widely-used
preferences structures in GDM to elicit experts’ preferences. Even
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though in the future our research proposals can be studied in other
type of preference relations.

Definition 1. Orlovsky (1978) A fuzzy preference relation P¥, as-
sociated to an expert e, on a set of alternatives X, is a fuzzy
set on X x X, characterized by the membership function pp : X x
X — [0,1]. When the number of alternatives n is finite, PX is
represented by a nxn matrix of assessments fp (X;,X;) = p{.‘j as
follows:

k k
Pnu - Pin
pk=| : . :
F . %
pnl t pnn
where each assessment pifj represents the degree of preference of
the alternative x; over x; according to expert e. The fuzzy pref-

erence relation is usually assumed to be additive reciprocal, i.e.,
pii+p=1Vij=12....nk=12..m

The classical selection process to solve a GDM problem is di-
vided into two phases:

« Aggregation: in this phase, the preference relations provided by
experts are fused by means of an aggregation operator to obtain
a collective opinion.

« Exploitation: it selects the best alternative(s) as solution of the
GDM problem by using the result obtained in the previous
phase.

Nevertheless, this process does not always guarantee that the
decision selected is accepted by all experts involved in the prob-
lem, because some of them might consider that their preferences
are not taken into account. A common solution to obtain decisions
accepted by the whole group of experts, is to remove the disagree-
ment among them. To do so, a CRP is incorporated before the se-
lection process Saint and Lawson (1994).

2.2. Consensus Reaching Process and consensus measures

A CRP is an iterative and dynamic process in which experts dis-
cuss and modify their initial preferences with the aim of achiev-
ing a collective opinion that satisfies all experts involved in the
GDM problem. Such a process is usually guided and supervised by
a human figure known as moderator. There are many consensus
models (Chiclana et al., 2008; Dong, Zhu, & Cooper, 2017; Herrera-
Viedma et al., 2002; Kacprzyk & Zadrozny, 2010; Rodriguez et al.,
2018), in Palomares et al. (2014a) a taxonomy and a deep revision
about some of them were proposed. A general scheme of a CRP is
sketched in Fig. 2 and briefly described as follows:

o Consensus measurement: the preferences provided by experts
are gathered, and the level of agreement in the group is com-
puted by means of consensus measures (Beliakov, Calvo, &
James, 2014) which are based on distance measures and ag-
gregation operators (Montserrat-Adell, Agell, Sanchez, & Ruiz,
2018).
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o Consensus control: the level of agreement computed is com-
pared with the consensus threshold, « [0, 1], fixed a priori.
If the level of agreement is greater than the consensus thresh-
old, a selection process is applied, otherwise it is necessary to
carry out another discussion round. To avoid an excessive num-
ber of rounds, a parameter that indicates the maximum number
of rounds allowed, Maxround € N, is considered.

Consensus progress: the moderator identifies the experts’ prefer-
ences causing disagreement and advises them to modify such
preferences to increase the level of agreement in the next
round.

A key phase in the scheme is the first one, Consensus measure-
ment, that computes the current level of agreement in the group.
According to the taxonomy introduced in Palomares et al. (2014a),
the consensus measures can be classified in two types Beliakov
et al. (2014):

» Consensus measure based on the distance of each expert to the
collective opinion given by the following equation:

consensus (01, ..., 0m) = 1 — f,(fi1(d(0;, 09))), (M)
where (0q,...,0p) are the assessments provided by experts
(eq,...,em) over an alternative, o¢ is the collective opinion, d( -,

-) is a distance measure, and f; : Rt — R*, f, : Rt — [0, 1] are
functions.

o Consensus measure based on the distances among experts
given by the following formula:

consensus (01, ..., 0m) = 1 — g2(g1(d(0;,0)))). i # J, (2)

where g; :R* — R*, gy : Rt — [0,1] are functions, and other
symbols are the same as in Eq. (1).

2.3. Minimum-cost consensus models

In CRPs the cost of modifying experts’ preferences is key in
the collective opinion. Ben-Arieh and Easton (2007) introduced the
concept of minimum-cost consensus and proposed a MCC model
that defines the consensus as the minimum distance between each
expert and the collective opinion. This model seeks to minimize
the overall cost of moving all experts’ opinions by using a linear
function.

Definition 2. Zhang et al. (2011) Let (o0q,...,0m) be the origi-
nal assessments provided by a set of experts E = {eq,€3,...,em}
over an alternative. Suppose that after CRP, the experts’ as-
sessments are modified into (0;,...,0n), and a collective opin-
ion 0 is obtained based on the modified assessments, and
(c,...,cm) are the cost of moving each expert's opinion 1
unit, respectively. The parameter ¢ is the maximum accept-
able distance of each expert to the collective opinion. The
MCC model based on a linear cost function is given as
follows:

M-1)

m
min Y |0 — 0kl
k=1

st.lop—ol<e,k=1,2,...,m.

It is noteworthy that & in the model (M-1) measures the ab-
solute deviation between each expert’s adjusted opinion and the
collective opinion, and it is not necessary to be valued in [0,1].
According to this model, an expert’s opinion does not need to be
changed if it is in the interval [0 — &,0+ €], and any expert’s initial
opinion further than & from o should only be changed until that
expert’s opinion is exactly ¢ away from o.

Taking into account (M-1), Zhang et al. (2011) studied how the
level of agreement in the group can be different according to the
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selected aggregation operator for computing the collective opinion,
and proposed a new MCC model as follows:

M-2)

m
min }_ ¢;|o; — 0i]
i—1
o=F(oq,...
s.t.
[6;—0] <e,i=1,2,...,m,

»Om)

where F is an aggregation function.

The properties of (M-2) were investigated under the situations
that F can be the weighted average operator or the OWA operator
Zhang et al. (2011).

Recently, some researchers have paid much attention on the
model proposed by Ben-Arieh and Easton (2007) and have intro-
duced some new MCC approaches (Gong et al.,, 2015; Li et al,
2017; Liu et al,, 2012; Zhang et al., 2013; Zhang et al., 2017). How-
ever, all these models present a disadvantage, that is, they only
consider the distance of each expert to the collective opinion ig-
noring a minimum agreement among experts to reach consensus
that is the main measure considered in many CRPs (Chiclana et al.,
2008; Kacprzyk & Zadrozny, 2010; Wu & Xu, 2016; Zhang, Dong,
& Xu, 2012). Therefore, the overall opinion obtained cannot guar-
antee a required consensus degree for all experts involved in the
GDM problem and a comprehensive MCC should be developed.

3. New MCC models considering the distance and consensus
degree

This section proposes several new MCC models which cope
with the previous drawback of the existing MCC models. Therefore,
with the aim of defining a comprehensive MCC model that takes
into account level of agreement and distance to collective opinion,
first a MCC model that deals with single numerical values is de-
fined and it is then extended to deal with FPRs.

3.1. MCC models dealing with numerical values

As it was aforementioned, small distances between experts and
the collective opinion cannot always ensure that experts reach a
high consensus level. Therefore, it is necessary to define a new
MCC model that is able to achieve a minimum agreement among
experts to obtain better consensual solutions. Thus, the model (M-
2) is modified including the computation of consensus level. The
model obtained is the following one:

M-3)

m
min }° ¢;[0; — o
i

G=F@,...,0m)

st.{]oj—o|<e,i=1,2,....,m

consensus (01, ...,0p) > o,

where consensus(-) represents the consensus level achieved, « <0,
1] is a consensus threshold fixed a priori, F is an aggregation oper-
ator, and ¢ is a parameter measures distance between each expert’s
adjusted opinion and the collective opinion.

Remark 1. Taking into account that the condition
consensus (01, ...,0n) > «, Egs. (1) and (2) related to the consensus
measures can be transformed into the following inequalities:

fa(fi(d(0;,0)) <1-a, (3)

or

2:(81(d(0;,0)) <1 —a,i# ] (4)

Since there are two ways of computing consensus, two MCC

models can be defined according to the consensus measures.

Consensus measure based on the distance between experts and the
collective opinion. In this case, the distance can be measured
by [0; —0|,i=1,..., m. Experts might have different importance
in the consensus process. Therefore, without loss of generality,
the operator to aggregate the distances could be the Weighted
Average operator, that is, i, w;|o; — 0|, where w; €[0,1] is
the expert e;’s weight and Y"I",w; = 1. Therefore, the model
(M — 3) can be transformed into the following one:

M-4)

m
min Y_ ¢;|0; — o]
i—1

p— m p—
0= W0
i=1
stdloj—0]<e,i=1,2,...,m

m
> wilo; —o| <y,
i=1

where y =1—-«, €€[0, 1] measures the deviation between
each expert’s adjusted opinion and the collective opinion.

In order to justify the consensus measure used in (M-4), we
use the similar consensus measure proposed in Chiclana et al.
(2008), then

_ _ 1 _
consensus (01,...,0m) =1— E'Oi -0

Thus the condition

consensus (01, ...,0p) >

can be transformed into
1_ _

—loj—ol<1—-a=y.
1o =0l = Y

This approach actually adopts an assumption that each expert
has the same contribution to overall consensus. However, we
think that the model should offer the view that important ex-
perts should contribute more to the consensus. Suppose that
in a GDM problem, the expert e; has an importance weight
wyq = 0.9. It is then reasonable to think that the consensus is
almost acceptable if e;’s adjusted opinion 0; is close enough to
the collective opinion o. Therefore, we improve the consensus
model as follows:

m
consensus (01, ...,0p) = Zwi|6i -0
i=1
Accordingly, the requirement

consensus (01, ...,0p) > o

is transformed into

m

Y wiloi -0l <1-a=y.

i=1

Remark 2. Note that model (M-4) has been defined by consid-
ering that the original values (01, 0,,...,0m) are assessed in [0,
1]. Appendix A shows the transformation of the model (M-4)
with non-normalized values.

Consensus measure based on the distance among experts. Given
an expert e;, the distances between e; and the remaining ex-
perts e; is computed by [0; — 0;|,Vj=1,...,m j#1i, and the av-
erage distance among them is obtained as follows:

1 m
Z |6i—6j|,i=1,,..,m. (5)

i=0, j#i
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Table 1 Table 2
The costs with different values of ¢ and y of (M-4). The optimal solutions of model (M-4) with ¢ = 0.2.
y=03 y=025 y=02 y=015 y=01 y=005 y 0 0, 03 04 05 o Cost
£=03 101 1.01 1.01 1.55 226 3 0.3 0 0.09 0.36 0.38 0.38 0.18 1.32
£=025 113 1.13 1.13 1.55 226 3 0.25 0 0.09 0.36 0.38 0.38 0.18 1.32
£=02 132 1.32 1.32 1.55 226 3 0.2 0 0.09 0.36 0.38 0.38 0.18 1.32
£=015 181 1.81 1.81 1.81 2.26 3 0.15 0 0.09 0.31 0.36 0.36 0.16 1.55
e=01 247 247 247 247 247 3 0.1 0 0.09 0.22 0.12 0.32 0.12 2.26
£=005 3.13 3.13 3.13 3.13 3.13 3.13 0.05 0.02 0.09 0.19 0.09 0.09 0.09 3
Table 3
Considering that experts might have different importance in the The optimal solutions of model (M-4) with & = 0.145.
CRP and without loss of generality, the distances can be aggre- v 3, %, 3 B4 s 5 Cost
ated by means of the Weighted Average operator as follows:
& y & e op 0.3 0 0.09 0.29 0.29 0.29 0.14 1.88
wq _ wy _ Wi _ 0.25 0 0.09 0.29 0.29 0.29 0.14 1.88
m—1 Z|°1*°f|+m_1 Z|O2*°f|+"'+m_1 Z|°m*°j| 0.2 0 009 029 029 029 014 188
J#1 Jj#2 Jj#m 0.15 0 0.09 0.29 0.29 0.29 0.14 1.88
melmo 0.1 0 0.09 0.25 0.12 0.26 0.12 2.26
=y ) = 11 [o; — 0;]. (6) 0.05 0.02 0.09 0.19 0.09 0.09 0.09 3
i=1 j=i+1 m-
Therefore, the consensus level can be obtained as follows: Tabled
The costs with different values of ¢ and y of (M-5).
m-1 m
- - witw; =03 =025 y=02 =0.15 =01 =0.05
consensus (0y.....00) = Y > ———[0;—0j. (7) 4 14 4 14 4 4
i1 jeitl m-—1 £=030 1.01 1.20 1.60 2.14 2.69 3.24
£=025 113 1.20 1.60 2.14 2.69 3.24
By using Eq. (7), the model (M-3) can be transformed into the £=020 1.32 1.32 1.60 2.14 2.69 3.24
following one: e=0.15 1.81 1.81 1.81 2.14 2.69 3.24
£=010 247 2.47 2.47 247 2.69 3.24
M-5) £=005 3.13 3.13 3.13 3.13 3.13 3.24

m
min Y ¢;|o; — o]
i=1

p— m p—
0= W0
i=1
st 110i—0l<ei=1,2,....m

m-1 m

WitWj = =
53 SEE -y
i=1 j=i

where ¢ and y are the same as in the model (M-4).

Remark 3. Note that model (M-5) has been defined by consid-
ering that the original values (01, 0,,...,0n) are assessed in [0,
1]. Appendix A shows the transformation of the model (M-5)
with non-normalized values.

In order to show the performance of the proposed models, we
present a numerical example.

Example 1. Let us consider a numerical example in which
there are five experts E={e;,...,e5} with weights W =
(0.375,0.1875,0.25,0.0625,0.125), who provide their assess-
ments over an alternative as (oq,...,0s5) =(0, 0.09, 0.36, 0.45, 1).
The costs are (cq,...,c5) =(6, 3, 4, 1, 2), where c; is the cost of
modifying the opinion of the expert e,. By using the model (M-4),
the minimum costs regarding several different values of ¢ and y
are shown in Table 1. Note that, a high consensus threshold means
a small value of y, therefore the values used for y are less than
0.30 to show the behaviour of the model (M-4).

By using the model (M-4), Table 2 shows in further detail the
optimal solutions and minimum cost with ¢ =0.2, y = 0.05, 0.1,
0.15, 0.2, 0.25, 0.3 and Table 3 shows the optimal solutions and
minimum cost with ¢ =0.145, y = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3.

Analysis of results

From Table 1, we can see that for a fixed ¢, at first the mini-
mum cost is constant, then it increases. For example, for ¢ = 0.3,
when y = 0.3, 0.25, 0.2, 0.15, 0.1, 0.05, the minimum costs are 1.01,
1.01, 1.01, 1.55, 2.26, 3, respectively. The reason is because for a big

value of y, the minimum cost is determined by ¢, and for a small
value of y, the minimum cost is determined by y. Furthermore,
we can also observe from Tables 2 and 3, that for a same value of
y and different values of ¢, the optimal solutions of (M-4) are dif-
ferent even though the minimum costs are identical. For example,
when £=0.2, y =0.10 in Table 2, the minimum cost is 2.26, and the
optimal solution of (M-4) is:

(@, ...,05,0) = (0,0.09,0.22,0.12,0.32, 0.12).

When ¢ =0.145, y =0.10 in Table 3, the minimum cost is also
2.26, but the optimal solution of (M-4) is

(@,....05,0) = (0,0.09,0.25,0.12, 0.26, 0.12).

We can also use the model (M-5) to solve this example. The
minimum costs with respect to several different values of ¢ and y
are shown in Table 4.

From Table 4, similar conclusions as Table 1 can be obtained
and thus they are omitted here.

From Example 1, we can see that both ¢ and y play an impor-
tant role in the models (M-4) and (M-5). In the following we will
provide an algorithm to show several rules to select their values.

Algorithm 1

Step 1. Select the value of € €[0, 1] which reflects the permitted
maximum deviation between each expert and the collec-
tive opinion.

Step 2. Solve the model (M-2) with F being the weighted average
operator, and obtain the optimal solution (0q,...,0p,0).
Then calculate y o by using:

m

Yo=Y w0, -0,
i1

or

m
W e
m— i il
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0,€[0,1],i=1,2,...,m

Step 3. Select an accepted consensus threshold «, and compute
y =1—a. Since y >y, the optimal solutions and mini-
mum costs of the model (M-4) or (M-5) will be the same
as the model (M-2). Consequently, we suggest to select
the values of y and « with y <yg and a > 1 — y.

3.2. MCC models dealing with FPRs

One of the preference structures most widely used in GDM
and hence, in the corresponding CRPs, is the FPR Orlovsky (1978),
therefore, the proposed MCC model (M-3) is modified to deal with
FPRs.

Let Pk = (p )nxn be a FPR provided by an expert e, k=
1,....,m. In order to achieve a solution accepted by all experts in-
volved in the GDM problem, P¥ is adjusted to ﬁk = (ﬁf»‘j)nxn,k:
1,..., m, and the collective FPR of the adjusted FPRs is P =
(Pij)nxn-

Depending on the consensus measures to compute consensus
level, two different MCC models are introduced.

e Using the consensus measure based on the distance between
each expert’s opinion and the collective opinion.

(M—6)

m n-1 n
mlnz Z Z Ck|pu_p1j|
k=1 i=1 j=i+1
LR
ij = Zwkpij
k=1

|ﬁffj—ﬁij|§s,k:l,...,m,i:1,...,n—l,j:i+1,...,n

S.t.

m n-1

n
n(n 7 DI Wl<|pu

k=1 i=1 j=i+1

Pijl < v.

e Using the consensus measure based on the distance among
experts.

M-7)
m n-1 n —k
min - > 3 Ck|P — Djjl

k=1 i= 11 i+1
Zwkpu

St |pl] pu| omi=1,...,n—1,j=i+1,....n

m
2
n(n—1) Z Z Z Wnl;th|p

~Piil<v.

Example 2. Let us consider a numerical example in which there
are three experts E = {eq, e,, e3} with weights W = (0.375, 0.250,
0.375) and costs (cq, ¢y, c3) =(2, 5, 3), respectively, who provide
their assessments over three alternatives X = {x1, x,, x3} by means
of FPRs (see Defination 1):

0.5 087 099 0.5 0.14 0.03
pl — 05 091 p2_ 05 0.14].
05 0.5
0.5 043 0.2
P _ 0.5 0.03
0.5

Note that FPRs are assumed to be reciprocal and thus elements
in the lower triangular matrix are omitted here.

By applying model (M-6) with ¢ = 0.3 and y = 0.2 the result-
ing modified preferences are:

05 066 047 05 014 0.02
P = 05 052|.P = 05 014 ],
05 05
05 041 002
P = 05 003
05

The resulting cost of modifying the initial preferences is 2.33.

Thus, the preferences P;, P, and P5 represent the experts’ pref-
erences with the minimum necessary modifications to achieve the
conditions related to the parameters y and & and whose total
change cost is 2.33.

4. A Cost Consensus Metric based on minimum cost:
measuring Consensus Reaching Processes performance

In spite of the multiple CRPs introduced in the specialized liter-
ature (Chiclana et al., 2008; Herrera-Viedma et al., 2002; Kacprzyk
& Zadrozny, 2010; Rodriguez et al., 2018), new CRP models are
commonly introduced but without a clear advantage over the pre-
vious ones. So, in order to support the improvement of CRPs, it is
necessary to establish an objective and standard measure to anal-
yse the performance of the CRP models. Consequently, our aim
is to define a metric that provides a clear and objective measure
about the performance of CRPs to justify the development of new
CRPs models as the selection of one model among the multiple
ones extant in the literature.

4.1. Cost Consensus Metric

Keeping our aim in mind, we propose to measure the cost in-
curred by the CRP models to reach the consensus as a metric to
evaluate their performance in an objective way. Such a metric is
so-called Cost Consensus Metric (CCM), and it will consider the
optimal solution the one obtained by models (M-6) or (M-7) be-
cause it is the minimum possible cost. Therefore, the metric will
compute the difference in cost between the MCC model solution
and the solution obtained by different evaluated CRPs.

Suppose that the initial experts’ preferences are P=
(P',...,P™) and the optimal adjusted FPRs of the MCC model
(M-6) or (M-7) are P= (ﬁl, .,P™), where P¥ and P* are the
initial and adjusted FPRs of the expert e, k=1,2,...,m, re-
spectively. The distance between PX and T’k can be computed as

a(pP) = (n—l)Z Y

i=1 j=it+1
Based on such distances, the dlgtance factor which measures the
relative distance between P and P, is defined as follows:

D(P.P) = id(P’ﬁF"). 9)

Similarly, suppose that a CRP model produces the agreed solu-

pz] pl]’ k_ 1 (8)

tion as P = (P, .,P™). The distance between P* and P¥ can be
computed as
)
(P} P¥) = —=— n(n_]) Z Z ok — ] k=1.. (10)
i=1 j=i+1

and
m

D(P.P) =Y d(P* P). (11)
k=1
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To evaluate the good performance of a CRP, P, its solution is
compared with the solution provided by P by means of the cost
metric, ¢ (P, P), which is defined as follows:

1-2%’;?) if D(P,P) < D(P.P)
%’%—1, if D(P.P) > D(P,P).

We investigate properties of the previous metric.

¢(P.P) = (12)

1) If D(P.P) < D(P.P). then 0 < ¢(P.P) < 1.

o If P=P, then (15(13 P) =0, which means that P provides the
minimum cost solution to reach consensus.

« If P=P, then ¢(P,P) = 1, which means that P provides the
worst solution since we assume initial opinions are not un-
der consensus, otherwise, make no sense to apply CRP.

o If (b(ﬁ P) increases from D(P, P) to D(P, P), then qﬁ(ﬁ P) de-
creases from 1 to 0.

2) If D(P,ﬂ > D(P,F), then -1 < d)(ﬁ,ﬁ) < 0. This case means
that, costly changes have been made in the experts’ preferences
and thus, there is an excessive cost to achieve the consensus re-
garding the MCC model.

o If P P, then ¢(ﬁﬂ — 0, which also means that P pro-
vides the minimum cost solution to reach consensus. From
this result, we can see that the metric q&(ﬁ P) is continuous
at the point P = P.

o If D(P,f’) — +oo, then d)(I? P) - -1, which means that P
provides also the worst solution since there needs infinite
cost.

o If D(P,ﬂ increases from D(P, F) to +oo, then ¢(ﬁ ﬁ) de-
creases from 0 to —1.

From the previous analysis, we know that (/)(ﬁ ﬁ) e[-1,1], and
when ﬁ:ﬁ, the CRP solution P is the best. The CRP solution P
becomes worse when P goes far away from both sides of P. Hence,
the metric allows to compare the relative closeness of a CRP model
to a MCC model.

We provide an example to show the method to evaluate the
performance of a CRP model.

Example 3. Suppose that three experts e;, e, e3 with weights
W = (0.3,0.4,0.3) and costs (cq, ¢z, c3)=(1, 1, 1), respectively, pro-
vide their assessments over three alternatives in form of reciprocal
FPRs P = (PK)3,3,k=1,2,3:

05 0.14 0.06 05 055 0.13
p! = 05 027].P2= 05 011],
0.5 0.5
05 08 06
P = 0.5 0.27
0.5

We consider the CRP model that is going to be evaluated P and
the MCC model P.

The first CRP model produces the following adjusted FPRs P=
(P%)3,3.k=1,2,3:

05 026 0.13 05 0.55 0.13
P! = 05 022]|,P?= 05 0.11],
0.5 0.5
05 0.68 048
P = 05 027

0.5

The MCC model produces the following adjusted FPRs P =
—k
(P )3><3»k =1,2,3:

05 05 011 05 056 0.13
P = 05 026]|,P = 05 02 ],
05 05
05 057 0.18
P = 05 026
05

We want to measure relative closeness of the first CRP model
to the MCC model.
We first obtain that
(d(P'.P").d(P?, P*), d(P*. P%)) = (0.08,0.0,0.08).
and
(d(Pl,ﬁl), d(pz,ﬁz),d(P3,133)) — (0.14,0.033,0.22).

We then obtain that

3
D(P.P) = > d(P*, P¥) = 0.16,
k=1

and

3
D(PP) = Zd(Pk, F") —0.393.
k=1
As a result the cost metric is computed as

=~ — 0.16
¢(P.P)=1- 0.393

Therefore, the CCM shows that the CRP provides a solution, P,
in which not all experts reach enough consensus. In contrast to
the minimum cost solution, P, in which all experts are close to the
overall agreement, the CRP’s solution P compensates experts with
low degree of agreement with others with high agreement. From
our view, such compensatory models should be further penalized
because they are not obtaining genuine agreement, therefore, we
further study this penalization in our CCM to carry out a proper
analysis of the analysed CRP.

= 0.5929. (13)

4.2. Amplified Cost Consensus Metric

Previous section introduces a novel CCM which allows to eval-
uate the performance of CRPs. However, Labella et al. shown in
Labella et al. (2018) that many of such CRP models are compen-
satory and their solutions did not fulfil the constraint related to
the parameter . In our opinion, the metric should apply a greater
penalization to these models to reflect such a shortcoming from
agreement point of view. Therefore, motivated by the method to
amplify extreme values Yager and Petry (2014), we construct an
ACCM (Amplified CCM) which can amplify extreme values of an
expert. We adopt the amplification factor fix): [0, 1]—[1, o0),
which satisfies f(0) =1 and fla)>f(b) for a>b. In the following
we present several forms of f:

FoO) =1+ tan(%x); (14)
fx) = efp_(’;); (15)
F00 = s (16)
fo = lltk;,k > 0. (17)
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Table 5
Consensus models’ parameters.

Wu and Xu (2012) Zhang et al. (2012) Herrera-Viedma et al. (2002)

Chiclana et al. (2008) Kacprzyk and Zadrozny (2010) Rodriguez et al. (2018)

a =085 a =085 @ =085 a =085 a=0.85 a =085
B=08 cl =095 B=08 B=038 nw=02 w=15
CI=0.15 ccl =0.85 Aggregation quantifier = Fpest 6, =0.7 Aggregation quantifier = Fpos §=07
wi=—,iefl,..., m} Exploitation quantifier = Fys many as possiie 02 = 0.8 a=10,b=2
The amplification factor of the expert e is then defined as Table 6
Behaviour default values.
_ oK
Uy = f(d(P P )) (18) Parameter Value
Based on amplification factor, the distance factor which mea- ’éhange 8'85
sures the relative distance between P and P, is defined as follows: .
— m _ s Table 7
Dy (P, P) = Z Uy, - d(P ,P ) (19) Minimum distance cost metric parameters.
k=1 Parameter Value
Similarly to the previous section, /S\lllp%OSE that a CRP mo@el e £ <{0.05, 0.06, 0.1, 0.15, 0.2, 0.3}
produces the agreed solution as P = (P!, P4, ..., P™). The amplifi- o 0.85
cation factors are iy, iy, ..., Um, and the distance factor is Cost =1, iefl,....m}
m Weights w; = % iefl,..., m}
Da(P.P) = Y - d(P. P). (20)
k=1

where @ = f(d(P*,P¥)), k=1.2,....m.
To evaluate the good performance of a CRP, P, its solution is

compared with the solution provided by P by means of the cost
metric, ¢(P, F), which is defined as follows:

om0 soen-nm
%’%—1, if Da(P.P) > Da(P.P).

The properties of the ACCM can be inferred from the CCM def-
inition in the previous section.

(21)

Example 4. We solve Example 3 here but applying amplification
factors for the different experts:
In order to calculate the amplification factor of experts, we set
1+ 1000x
i

Based on d(P¥, P¥), the amplification factors of experts ek, k =
1,2, 3 are obtained as
(U, Uy, U13) = (88.0434, 1.0, 88.0434).

Based on d(P",Fk), the amplification factors of experts ek, k =
1,2, 3 are obtained as
(uq,uy, u3) = (163.9535, 35.5172, 283.3333).

We then obtain that

3
Da(P. 13) =3 - d (P, 137‘) = 14.0870,
k=1
and

3
Da(P.P) = > - d(pk, F") — 86.4708.
k=1

As a result the cost metric is computed as

~ 14.0870
¢a(P.P) =1~ g0
From this example and comparing with the results obtained in
Example 3, we can see that the ACCM evaluates a CRP model by
using the MCC model that considers the distances between FPRs,

—0.8371. (22)

and the importance of each distance, by multiplying each distance
with its amplification effect. In such a way those models that com-
pensate experts’ opinions to achieve a ‘not genuine’ agreement are
more penalized.

Remark 4. It is noted that any of the functions Eqs. (14)-(17) can
be selected to define amplification factors. Here we have selected
Eq. (17) with k = 1000 since it has a clear amplification effect for
small variance of x.

5. Comparative study on the performances of consensus
models

This section presents a fair comparative study on the perfor-
mances of classical consensus models based on the metric pro-
posed in previous section (see Eq. (21)). First, several representa-
tive consensus models are selected. Second, the comparative sce-
narios are described. Afterwards, a simulation process based on
AFRYCA 3.0 (Labella et al., 2018; Palomares et al., 2014a) is car-
ried out together with an analysis of the results obtained for each
consensus model. Finally, a comparative analysis among all models
is also performed.

5.1. Choosing consensus models

Several proposals of CRPs in GDM have been introduced in the
specialized literature. For this reason, to carry out our study, a se-
lection of several consensus models is done. Such a selection is
composed to a greater extent of classical consensus models and, a
more recent consensus model with the aim of carrying out a com-
parative analysis as complete and diverse as possible. This selection
is based on the taxonomy reviewed in Section 1 and graphically
represented in Fig. 1. Taking into account the taxonomy, the con-
sensus models selection is divided into 2 groups: consensus mod-
els with and without feedback process, that work with the same
type of preference relation, FPR. The consensus models selected
based on both groups are:

o Representative models with feedback process: the selected mod-
els are that proposed by Herrera-Viedma et al. (2002), Chiclana
et al. (2008) and Kacprzyk and Zadrozny (2010) and Rodriguez
et al Rodriguez et al. (2018).
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Table 8
Simulation results of CRPs with feedback process.
Initial consensus degree Final consensus degree Number of rounds Ranking Solution
Herrera-Viedma et al. (2002) 0.75 0.88 3 X2 >X4-X3>Xq X2
Chiclana et al. (2008) 0.75 0.85 12 Xo>=Xq>X3>X1 X3
Kacprzyk and Zadrozny (2010) 0.75 0.88 9 Xq>Xy=X3>X1 Xy
Rodriguez et al. (2018) 0.59 0.85 11 Xq>Xy>X1>X3 Xq
Table 9
Simulation results of CRPs without feedback process.
Initial consensus degree Final consensus degree Number of rounds Ranking Solution
Wu and Xu (2012) 0.75 0.86 16 X2 >X4>X3>Xq X2
Zhang et al. (2012) 0.75 0.85 1 Xo>=X4>X3>X1 X3
o Representative models without feedback process: the selected Table 10

models are that proposed by Wu and Xu (2012) and Zhang et al. ~ ACCM results (@ = 0.85).

(2012). Consensus model e ACCM
Remark 5. A brief description of the representative consensus Herrera-Viedma et al. (2002) g'gg g'ég
models is provided in Appendix B. 01 0.45

0.15 0.15
5.2. Simulation scenarios 0.2 -0.29
0.3 -0.6

To evaluate the performance of the distinct consensus models Chiclana et al. (2008) 0.05 0.67
selected in Section 5.1 by means of the proposed metric, it is nec- 8'(1)6 872411
essary to define the conditions in which the simulations will be 015 063
carried out. Such conditions will be determined by: (i) maximum 0.2 0.62
number of rounds and consensus threshold in the CRP, (ii) the con- 0.3 0.64
sensus models’ parameters configuration (see Table 5), (iii) the ex- Kacprzyk and Zadrozny (2010) 0.05 0.68
perts’ behaviour configuration (see Table 6), and (iv) the metric’s 0.06 0.62
parameters configuration (see Table 7). 01 0.65

: . . .. 0.15 0.64

As it was aforementioned, a CRP finishes when the minimum 02 0.64
acceptable agreement, « [0, 1], or the maximum numbers of 03 0.66
rounds allowed, I\(Iaxrou.nd, are reached, to avoid a never ending Rodriguez et al. (2018) 0.05 0.53
process. For the simulations, the predefined values assigned to « 0.06 0.35
and Maxround are 0.85 and 30, respectively. 0.1 0.04

The selected consensus models use different parameters whose 015 -0.32

. 0.2 -0.59
predefined values are represented in Table 5. 03 077

Thanl.<slt0 AFRYCA 3.0.(Labe11a et al., 201'8, Palqmares et al., W and Xu (2012) 0,05 07
2014a), it is possible to simulate the experts’ behaviour. AFRYCA 0.06 0.59
3.0 includes components which simulates two different experts’ 0.1 0.4
behaviours: standard behaviour and adverse behaviour. The stan- 0.15 0.07
dard behaviour pattern simulates experts who can accept/refuse 02 -0.35

. . ] . - 0.3 -0.63

the suggestion received, otherwise the adverse behaviour simu-
lates experts who can accept, refuse or defend suggestions. The Zhang et al. Zhang et al. (2012) 8'82 g';;
selected behaviour to carry out the simulations is the standard 01 074
behaviour which is simulated by a binomial probability distri- 0.15 0.74
bution, configured by a parameter p that defines the probability 0.2 0.73
0.3 0.75

for experts to accept suggestions. In order to carry out a proper
comparison among the selected CRP models, the simulations in
this contribution present an ideal scenario in which the experts
always accept the suggestion thus, p = 1. When an expert accepts
a suggestion, the change degree applied to the expert’s preference
is defined by another parameter noted as change. Both parameters
are represented in Table 6.

To evaluate the CRP performance by means of the metric, it
is necessary to configure its parameters: &, o, cost and experts’
weights. Such parameters are shown in Table 7.

5.3. Results and analysis

This section introduces an experimental study to evaluate
and compare the performance of the selected classical consensus
models.

Let us suppose a group of 8 students, E = {eq,...,eg}. The
students plan to organize an end-of-year trip, thus they must

make a common decision about choosing the city to travel among
4 possible alternatives, X = {x,...,x4}, which include: Athens,
Portsmouth, Belfast and Chengdu. All students express their prefer-
ences as FPRs which are generated by AFRYCA. The corresponding
data set is available in the AFRYCA website!. The simulations are
carried out under the conditions predefined in Section 5.2 and the
results are shown below in Tables 8 and 9.

Once the results of each consensus model have been obtained,
the evaluation of their performances is carried out by the ACCM
(see Table 10). Note that, in order to evaluate the solutions of
the representative consensus models with the solutions of the
MCC models, those which use a consensus measure based on the

1 http://sinbad2.ujaen.es/afryca/.
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(a) MCC Model (M-6)

£=0.05 £=0.06 £€=0.1
*
4 £ 4
* 5 * *"?lge 054 .51 9
Q;ﬂ gy F St
55052 £ o 5 &
5 - ( ’,
i s5 ¥
0
0 0 02 )4 C 2 04
£=0.15 £=0.2 £=0.3
*
+ 4 ST ¥,
57. 56
’54 st s§ 054 .57 ‘54 051
* *
b1 O;sa ( 5
*
* . s3
22 ! 55 ‘sz ) s
06 052
)4 ) )4
(b) MCC Model (M-7)
£=0.05 £=0.06 1 £=0.1
*
L 4
& < 6
o b B : e
s,§;5.52 E & 5 ’g
55 &3
s5 i
1
2 ‘,‘; 4 2 0 0.2 f‘ 4 2 0 ,“:
£=0.15 £=0.2 1 £€=0.3
*
L 3 5 ST &,
'&57. s6
.“ 051 58 054 sl .54 ’51
* *
.%SS .;sﬂ .58
*
*® s3
5 = s5 ‘52 =
’52
1

Fig. 3. Visualization of the models (M-6) and (M-7) with different &.
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Fig. 4. The final round of Herrera-Viedma et al.’s model.

distance between experts and the collective opinion have been
compared with the MCC model (M-6) and those whose consen-
sus measure is based on the distance among experts have been
compared with the MCC model (M-7).

5.3.1. Analysis for each representative model

Here a separate analysis for each consensus model according to
the ACCM is given. Such an analysis consists of a brief explanation
of the results obtained with their graphical visualization together
with an analysis of its performance. Furthermore, the graphical vi-
sualization of the solutions provided by the MCC models with dif-
ferent values of & and « = 0.85 are also presented in Fig. 3.

o Herrera-Viedma et al.’s model (Herrera-Viedma et al., 2002)
Fig. 4 shows that several experts, for instance, s, are far from
the rest of the experts, by obtaining a solution in which experts
are slightly dispersed. This can also be seen from Table 10. The
ACCM shows that the consensus model solution is far from the
minimum cost solution with the more restrictive values of ¢,
such as 0.05, 0.06 or 0.1, as can be appreciated in Figs. 3(a) and
4. The closest solution respect to the minimum cost is provided
when € =0.15. From ¢ = 0.2, the bigger ¢, the higher the ex-
cessive cost. To conclude the analysis, note that it is evident
that the consensus model reaches the agreement among ex-
perts very fast, but, at the same time, the ACCM shows that the
experts do not reach enough agreement degree among them.
This situation happens due to experts’ consensus degree on
each alternative is based on an average operator. Thus, those
experts with a high level of agreement compensate those who
are further from others.

Chiclana et al.’s model (Chiclana et al., 2008)

As in the previous model, Fig. 5 shows that the opinions of
some experts, for instance, s,, are far from the other experts.
Once again, the ACCM corroborates this situation (Table 10).
The experts do not reach enough agreement between them for
any value of ¢ and the opinions of some experts are relatively
far from each other, being this situation reflected in Fig. 3(b).
Again, those experts with a high level of agreement compen-
sate those who are further from others.

o Kacprzyk et al.'s model (Kacprzyk & Zadrozny, 2010)

Table 10 shows similar results to Chiclana et al.’s consensus
model. Thus, the analysis of this consensus model can be in-
ferred from Chiclana et al.’s model in a similar way.

Rodriguez et al.’s model (Rodriguez et al., 2018)

Rodriguez et al.’s model presents a solution similar to the one
provided by the minimum cost model in several values of & ac-
cording to the ACCM (see Table 10). Specifically, the model ob-
tains a solution relatively nearby to the minimum cost model
for the lowest values of ¢, 0.05 and 0.06. In the case of, ¢ = 0.1,
the solution is practically identical to the one provided by the
minimum cost, being the closest one to the minimum cost so-
lution among all the models for any value of €. The similarity
among both solutions can be easily appreciated by comparing
Figs. 3 and 7. For the rest of ¢ values the solution present an
excessive cost, whereas for ¢ = 0.15 the excessive cost is not
too high, for £ = 0.2 and 0.3 the excessive cost is more accen-
tuated and the solution is far from the minimum cost solution.
Therefore, Rodriguez et al.'s model provides a solution in which
experts’ opinions are closer to each other and there is no any
expert far from the opinions of the rest of the group. Further-
more, the experts’ opinions are not drastically modified, partic-
ularly in certain € values. However, in spite of obtaining a good
solution from the minimum cost’s point of view, the model
needs 11 rounds to reach the consensus. This shows that the
number of rounds is not a good criterion to evaluate the CRPs’
performance.

Wau et al.’s model (Wu & Xu, 2012)

The solution provided by Wu et al.’s model is closer to the min-
imum cost solutions according to Figs. 3(a) and 8, with several
values of ¢ and it is also certified by the ACCM. By analysing
the results with the ACCM (Table 10), we can appreciate that
the solution provided by Wu et al.’s model is relatively close to
the minimum cost solution when ¢ is equal to 0.1 and 0.2, the
latter with an excessive cost. When ¢ = 0.15, the solution ob-
tained is quite similar to the one provided by the MCC model.
For the rest of the values of ¢ the solution is far from the min-
imum cost solution by presenting a high cost. To conclude the
analysis, we can ensure that Wu et al.’s model provides a solu-
tion for specific values of & in which the opinions of the ex-
perts are close to each other and their preferences have not
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Fig. 6. The final round of Kacprzyk et al.'s model.

been changed excessively to reach consensus. Nevertheless, it
should be noted that the consensus model needs 16 rounds to
reach the consensus threshold level, due to the fact that just
one expert’s preference is changed in each round.

Zhang et al.’s model (Zhang et al., 2012)

The results of the ACCM show that Zhang et al.’s model pro-
vides a solution far from the minimum cost solution with any
value of . The ACCM shows a considerable distance between
the experts’ preferences provided by the representative con-
sensus model and the minimum cost model, as it is shown in
Figs. 3(b) and 9.

5.3.2. Global analysis
This section introduces a global analysis of the different repre-
sentative consensus models according to the metric results.

A) Representative consensus models with feedback mechanism:
Firstly, we will only take into consideration the consen-
sus models with a feedback process, Herrera-Viedma et al.’s
model, Chiclana et al’s model, Kacprzyk et al.’s model and
Rodriguez et al’s model to do a global analysis. A classi-
cal analysis would consider the number of rounds neces-
sary to reach consensus. Regarding this issue, it is evident
that Herrera-Viedma’s model provides the best performance.
However, by analysing the results of the metric for the met-
ric’s model (M-6), we can see that Herrera-Viedma’'s model
provides a solution in which experts are far from each other
if we consider restrictive values of &, which means that
experts do not reach enough consensus between them. To
compensating this situation, it changes some experts’ pref-
erences significantly. On the other hand, Herrera-Viedma
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et al’s model solution is close to the minimum cost solu-
tion for some values of &, which means that the experts, in
this case, are not so far from each other and their prefer-
ences have not been modified so much compared with the
previous consensus models. Chiclana et al.'s model provides
a worse solution than Herrera-Viedma’s model for almost
any value of g, thus, once again the experts do not achieve
enough consensus among them. Kacprzyk et al.’s model pro-
vides similar results to Chiclana’s model but it needs less
rounds to reach the consensus threshold. However, unlike
the rest of the models, Rodriguez et al.'s model does provide
a solution in which experts’ preferences are closer to each
other, even for restrictive values of &, which means that the
solution obtained is the closest to the genuine agreement.
To conclude, all the analyzed consensus models except Ro-

=

driguez et al.'s model present the same drawback, they pro-
vide a compensated solution in which experts with a high
level of agreement ‘hide’ those experts who do not reach
enough consensus and thus, it is not obtained a genuine
agreement. The facts presented in this analysis prove that
evaluating the number of rounds necessary to reach consen-
sus is not enough to carry out a proper analysis of the per-
formance of a consensus model.
Representative  consensus models
mechanism:

Afterwards, we consider the consensus models without
a feedback process, Wu et al’s model and Zhang et al’s
model. There is no doubt that Wu et al.’s model provides a
much better solution than Zhang’s model since the former
presents a solution closer to the minimum cost solution for

without feedback
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several values of ¢, which means that experts are close to
each other and the modifications of their preferences are
not excessive. Note that the number of rounds necessary to
reach consensus is greater in Wu et al.’s model than Zhang’s
model since Zhang’s model uses a linear programming
model.
C) Both:

Finally, by comparing globally the models regarding the new
metric presented, in spite of Zhang et al.’s consensus model
is the fastest to reach the consensus, it provides the worst
solution for any value of ¢ regarding the other consensus
models. The reason for its less number of rounds is that
this model does not use a feedback process and thus, does
not consider the participation of the experts to change their
opinions but they are modified directly by using a linear
programming model. The linear programming model is ex-
ecuted only once, by obtaining the modified experts’ pref-
erences in just one round, which does not imply that bet-
ter solutions are reached, as can be seen in our analysis.
Herrera-Viedma’s model also reaches consensus in a few
number of rounds and, in addition, it presents a feedback
mechanism in which experts’ opinions are taken into ac-
count for changing their preferences. Nevertheless, it has
been demonstrated that such a model presents a solution
in which experts with a high level of agreement compensate
those who are further from others. Furthermore, such a situ-
ation is not exclusive of this model, since each analysed con-
sensus model presents the same situation. The model that
provides a more homogeneous solution for several values
of ¢, in which the experts are close to each other and the
compensation is not so evident, is Rodriguez et al’s model,
despite being one of the consensus model that needs more
rounds to reach consensus.

6. Conclusions

Nowadays, consensual decisions are increasingly important in
decision making problems in which it is important to remove the
disagreement among experts to obtain a better solution that is
more appreciated by the group, giving rise to the CRPs. Due to this

fact, there are many proposals on CRPs, but there is no any suitable
criterion to evaluate and compare the performance of CRPs.

A novel cost metric to compare the performance of CRPs has
been introduced. The metric is based on two novel MCC mod-
els that consider the distance of the experts to the collective
opinion and also guarantee a minimum agreement among experts
and thus, an acceptable and better level of consensus is obtained.
The obtained results show that the new metric can be effectively
used to make comparison between CRPs, since it allows to reveal
anomalous situations in their performance, such as the compensa-
tion situations, that cannot be detected by using other criteria. This
metric has been implemented and integrated in a decision support
system.

In the future research, we will study how to design more effi-
cient MCC models with large-scale GDM problems, and their ap-
plication in real world problems such as, business management,
political negotiation, etc. With the boom of research on CRP in so-
cial network, the comparison analysis of these CRP models is an
emerging field which deserves to investigate. The proposed cost
metric might be one useful criterion for such comparison.
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Appendix A. MCC models considering non-normalized values

Section 3.1 presents MCC models that take into account level of
agreement and distance to collective opinion in which the experts’
preferences are provided by numerical values. Nevertheless, these
models consider exclusively values valued in [0, 1]. To apply these
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MCC models to problems in which the original values are not val-
ued in [0, 1], a normalization process is defined as follows:
o; — min {o;}
/ 1<i<m

0. = - s
' max{o;} — min {o;}

1<i<m 1<i<m

i=1,2,....m (A1)

Thus, the model (M-4) can be transformed into the following
one:

(M —4)(b)

m
min Y ¢;[0; — 0]
i1

0= W0
i=1
st 110 -0l <ei=12,....m
m —
> wilo;—o| <y,

In the same way, the model (M-5) can be transformed into the
following one:

(M —5)(b)

— m —
0= ) W0
i=1
sello -0l <ei=1.2.....m
m—1

m . — —
DU = J RS2
i=1 j=it+1
Although the original values have been normalized into [0, 1]
and consequently the adjusted values 0; € [0, 1], the latter can be
transformed into the range of the original values by using
0 = (max{oi} — min {o,~})6§+ min{0;},i=1,2,....,m.  (A2)
1<i<m 1<i<m 1<i<m
Finally, the resulting cost obtained from the normalized values

can also be transformed according to the values in the original
range

m
Cost = Zcf|6i -0 = (max{oi} — min {o,})Cost’.
i 1<i<m 1<i<m

(A3)

where Cost’ is the cost obtained from the normalized values.

Appendix B. Description of the representative consensus
models

A brief description of the selected representative consensus
models is introduced below.

o Herrera-Viedma et al.’s model (Herrera-Viedma et al., 2002): this
model follows the soft consensus view Herrera-Viedma et al.
(2014) and uses proximity measures provided by a modera-
tor. The measures of consensus and proximity are computed
through the comparison between the individual experts’ pref-
erences and the collective solution. Furthermore, a comparison
for alternatives in each consensus round is carried out, com-
puting the current consensus in each moment during the CRP.
Another relevant aspect in this model is, which is able to man-
age distinct preferences relations, unifying all of them into FPR.
The parameters of Herrera-Viedma et al.’s consensus model are
briefly introduced here (see Herrera-Viedma et al. (2014) for
further detailed descriptions):

- B: parameter related to the control of the OR-LIKE aggrega-
tion operator that computes the global consensus degree.

- Aggregation quantifiers: parameters related to the linguis-
tic quantifier used to compute the collective preference by
means of the OWA operator.

- Exploitation quantifiers: parameters related to the linguistic
quantifier used to compute dominance and non-dominance
degrees and conduct preferences of experts into preference
orderings.

Chiclana et al.’s model (Chiclana et al., 2008): this model inte-
grates individual consistency for the experts’ preferences and
the consensus measure is based on the computation between
pairwise similarities. Several relevant models such as Dong,
Zhang, Hong, and Xu (2010) and Zhang et al. (2012) are based
on this model. The parameters of Chiclana et al.’s consensus
model are briefly introduced here (see Chiclana et al. (2008) for
further detailed descriptions):

- B: parameter related to the consistency threshold for prefer-
ences.

- 61: parameter related to the low consensus threshold. If
consensus degree is lower than this value, a low consensus
preference search is applied.

- 6,: parameter related to the medium consensus threshold.
If consensus degree is lower or higher than this value, a
medium or high consensus level is applied, respectively.

Kacprzyk et al.’s model (Kacprzyk & Zadrozny, 2010): this model
is based on the notion of soft consensus under fuzzy preference
relations. Similarities between pair of experts are computed at
level of assessments, as alpha-degrees of suff