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ABSTRACT Collaborative decision making (CDM) with linguistic computational techniques has recently
achieved significant advancements. Due to the widespread use of sophisticated linguistic constructions, such
as generalized comparative linguistic expressions (GCLEs), additional information associated with subjec-
tive appraisals has been exploited with the aim of addressing accuracy improvements in multifarious CDM,
given that partial information loss is almost inevitable while dealing with complex linguistic comprehension.
This paper brings an innovative perspective into CDM fromCOmponent ANalysis with GCLEs (COANG) to
formalize problems involved in making optimal choices, mainly in CDM problems with participants who are
usually characterized by domain specificity. Consequently, the focus of this paper is on the domain-specific
CDM (DSCDM) in which individual semantics should be built predominantly to model various implications
of their decision appraisals with heterogeneity in the knowledgeable domain for the effort of computational
reinforcements. The attitude orientation and strength are crucial decompositions to incorporate COANG into
DSCDM to establish an elastic paradigm that puts forward individual perception comprehension ahead of
exerting collective efforts. The DSCDM based on COANGmodel enables agents to turn complex challenges
of sophisticated linguistic constructions into substantial opportunities by translating them into customized
individual semantics (CIS), and CIS into useful insights for making better decisions and improving results.
The potential advantages of the proposed COANG-based DSCDM framework are validated with a clinical
psychological practice related to the severity assessment of symptoms of schizophrenia.

INDEX TERMS Hesitant fuzzy linguistic term set, computing with words, schizophrenia, positive and
negative syndrome scale (PANSS), domain-specific collaborative decision making.

I. INTRODUCTION
With the proliferation of exploring the challenge of apply-
ing complex linguistic constructions in developing practice-
oriented collaborative decision-making (CDM) techniques,
there is an explosive growth of the amount of participant-
contributed opinion perceptions in the manifestation of
decision appraisals [4], [12], [22]. The past decades have
witnessed the prominent role of qualitative CDM technolo-
gies played in shaping human activity in organizations and

society [2], [63]. Traditional qualitative CDM models deal
with multiple points of view in the characterization of several
instrumental features including (but not limited to): individ-
ual opinion representation, qualitative opinion fusion, con-
sensus building and adjustment, and an exploitation process
to arrive at an acceptable final decision [6], [17], [19]–[22],
[43], [73].

Domain-specific CDM (DSCDM), in comparison with the
traditional CDM, is a more general and complex theory
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with multiple aspects of content that need to be specified
for different real-world conditions. The DSCDM theories
of development hold that we have many independent and
specialized knowledgeable participants who exhibit domain-
specific expertise rather than share one cohesive expertise
knowledge database [24]. Individuals with domain specificity
are entitled to their own opinions in CDM, and they occupy a
prominent place in collectively choosing from the alternatives
in front of them, which is an integrated process calling for
intensive discussions to make full use of their expertise and
experience during domain-specific appraisal modeling.

Building on the tacit intention of DSCDM, the idea that all
kinds of CDM processes in any situation can be accounted
for by one limited general set of computational treatments
has been replaced by a view on CDM that acknowledges the
importance of the domain-specific expertise, as well as the
nature of the heterogeneous individual meanings of opinions
conveyed [10], [40]. Practical examples of DSCDM appli-
cations are available across a wide-ranging spectrum, which
in the dermatology domain, for example, a medical specialty
requires physicians to have image inspection experience [24].
Automating or at least aiding such efforts requires under-
standing physicians’ reasoning processes and their use of
domain knowledge.

Nowadays the goal of CDM is no longer to create general
theories of CDM in the context of large amounts of input data
and representation format diversification but to focus on how
individuals construct and deliver their opinions associated
with information that cannot be unreservedly observed in
practice [10]. Despite its advancements hitherto across sev-
eral fronts, the paradigm change in recognizing the opinion
structure has become a barrier to the progress of participants’
knowledge if the existing DSCDM methods were applied.
This undesired feature necessitates advanced DSCDM meth-
ods able to deal with potential challenges stemming from
their real-world applications. Consequential developments
regarding the current DSCDM are manifold, which to be
fostered in this study constitutes our primary motivation. The
general framework for DSCDM proposed in this paper is
introduced in Figure 1, in which multiple relevant facets are
further detailed in the following subtopics:
• Individual opinion representation. Fine-tuned linguis-
tic constructions capable of giving enough freedom for
participants with domain specificity in CDM need to be
elaborated as a means to articulate opinionated expres-
sions that are easy to decipher [30], [54]. This study
considers comparative linguistic expressions (CLEs) ini-
tially coined by Rodríguez et al. [56] from context-free
grammar (CFG) to provide a higher level of flexibil-
ity and comprehensiveness to preferences elicited by
hesitant fuzzy linguistic term set (HFLTS). Compar-
ing possible linguistic terms in a fair and informative
manner is often not straightforward in the presence of
time pressure and requirement of prompt action. With
the extension of CFG that usually known as extended
CFG (ECFG), the CLEs were further advanced in

FIGURE 1. General framework for DSCDM.

Rodríguez et al. [57] to contain more open-ended
expressions. The set of CLEs is conventionally used
in its generalized form, i.e., GCLE1 Thanks to the
rule of approximate equivalent linguistic transformation
(AppELT) by Rodríguez et al. [57], the smooth compu-
tational treatment of GCLEs can be guaranteed as the
AppELT creates a simple and efficient route translating
GCLEs into HFLTSs, and also the enhancement of col-
lective intelligence decision-making processes.

• Domain-specific appraisalmodeling. Domain-specific
appraisal modeling is de facto a process of individual
semantics building for decision appraisals [24], [60].
Handling qualitative individual opinion representation
in the form of GCLEs approaches have limitations in
some instances [10], [63]. Ideas and methods brought
into customizing semantics for individuals, which is an
indispensable part of domain-specific appraisal mod-
eling, are extremely valuable in this endeavour as
they are meant to deepen rational linguistic under-
standing [9], [10], [40]. Semantic interpretation fol-
lowing the uniform distribution-based approach by
Wu and Xu [64] subject to Laplace decision criterion
(LapDECR) is liable to provide misleading informa-
tion [10], [41]. The AppELT-based transformation from

1The expressions generated by the ECFG may be either single linguistic
terms or CLEs. Both types define the expression domain of the ECFG, and
they are collectively termed as generalized CLEs (GCLEs) [9], [10].
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either homogeneous GCLEs2 or heterogeneous GCLEs3

to HFLTSs have the chances of receiving identical treat-
ment because of the semantic equivalence. Semantic
analysis for individuals is, then vital to their language-
independent meanings.

• Component analysis with GCLE. The implementation
of domain-specific appraisal modeling allows breaking
down the problem of CDM into an integral structure con-
sisting of several subcomponents, which are opinions
with customized individual semantics (CIS), alternative-
criterion object, participant, attitude orientation and
attitude strength, respectively (See Section IV.A). COm-
ponent ANalysis with GCLE (COANG) refers to the
specification of the CDM structure bringing manifold
perspectives to systematically identify, extract, quantify,
and study affective states and subjective information.
Generally speaking, COANG is a streamlined approach
to declaring an aspect-oriented structure that stores mul-
tidimensional information generated from the process
of text analysis for the sake that one-sided compu-
tational treatment concerning merely about the inputs
themselves is evidently not enough. In the era of Big
Data, the conventional means to make decisions in CDM
from subjective data with mediocre quality on a large
scale become insensitive to the inherent complexity
of cognitive styles associated to involved participants
from culturally and linguistically diverse backgrounds.
Now, more than ever, it’s vitally important to ensure
data quality to support final decisions with prominent
accuracy enhancements [45]. CIS supports determining
attitude orientation and attitude strength that are two
crucial decompositions to COANG, through the Attitude
Character function proposed byYager [68]. Novel CDM
structure based on individual semantics building has to
be defined for participants who are congregated in the
selection of a satisfactory alternative.

• The COANG-based DSCDM framework. The main
tasks of COANG focus on examining the interplay

2Considered here is that three experts have been requested to participate in
an evaluation panel for material supplier selection. The experts are primarily
asked to evaluate the business reputation of one of the candidate material
suppliers. The opinions given are based on S = {s−4 : extremely poor, s−3 :
very poor, s−2 : poor, s−1 : slightly poor, s0 : fair, s1 : slightly good, s2 :
good, s3 : very good, s4 : extremely good}, which is a balanced linguistic
term set (LTS). The three experts hold unexceptionally the same opinion,
i.e., {between s1 and s3}, toward the candidate material supplier in respect of
its business reputation unanimously. Following the rule of AppELT derives
the same HFLTS, i.e., {s1, s2, s3}, and subsequently, using the uniform
distribution-based approach generates its corresponding possibility distribu-
tion

(
0, 0, 0, 0, 0, 1

/
3, 1

/
3, 1

/
3, 0

)
. The individual opinions receive equal

treatment while computing with them.
3Continued from footnote 2, we consider another case where experts offer

their views in the manifestation of different GCLEs. Opinions offered by the
three experts are greater than s1, at least s2, and between s2 and s4, respec-
tively. Following the rule of AppELT in this case as well obtains the same
conversion of these GCLEs, i.e., {s2, s3, s4}. Computing with them loses
their initial comparative implications as it finally leads into the processing of
the same possibility distribution

(
0, 0, 0, 0, 0, 0, 1

/
3, 1

/
3, 1

/
3
)
. Evidently,

the computational treatment conditioned on the uniform distribution-based
approach to generating HFLTS possibility distribution is contentious.

or predicting attitude polarities between positive and
negative links. Given the multifaceted information
embedded in the COANG model, expanding and diver-
sifying the theoretical advancements as well as poten-
tial applications become feasible and valuable, and
among them, the one development to be investigated
in this study is for participants to undertake to make
optimal choices subject to the satisfaction of vari-
ous criteria. Under the COANG-based DSCDM frame-
work, gaining a full insight into participants’ behav-
ior becomes a reality with its ability to complete
tasks such as classification of subjective appraisals
with different attitude orientations and group attitude
detection with attitude strength. Due to the rise of
social network platforms and advances in mobile/cloud
computing [47], [48], the COANG-based DSCDM
framework has the potential in processing compara-
tive online reviews. Relations of similarities or differ-
ences between two targets are expressed via comparative
opinions with emotional or rational sentiments, and the
essential components of GCLEs can be elicited from
them [26], [29]. However, we concentrate on subjective
appraisals instead of comparative online reviews. Last
but not least, the CIS can model dependably the attitude
orientation and attitude strength embedded in GCLEs;
however, it is nigh impossible to create a feasible solu-
tion in one unified paradigm for adapting CIS to compar-
ative online reviews because they contain a considerable
amount of variants.

In summary, this study aims at making an innovative
contribution to the field of DSCDM by introducing the
COANG model and concurrent aggregation techniques for
the merger of decision appraisals and their associated atti-
tude characters to address the key challenges of attitude
recognition and exploitation in the context of GCLEs. There-
fore it is investigated the role of attitude-related informa-
tion in gaining more useful insights into DSCDM based on
domain-specific appraisal modeling, and based on this to
develop a novel CDM framework for structuring participant-
contributed opinions to facilitate accuracy improvements in
DSCDM.
More specifically, the objectives of this study are to:
F Investigate and develop an effective domain-specific

appraisal modeling based on CIS building on hetero-
geneous subordinate possibilistic information (SPI) for
capturing and visualising participants’ complex cogni-
tion process.

F Design several optimization-based algorithms with the
maximization of correlation between the pregenerated
SPI and the modified SPI.

F Develop a COANG-based DSCDM model by decom-
posing the traditional CDM framework into several com-
ponents from a systematic perspective.

F Implement this decision model through in clinical psy-
chological diagnosis experience for demonstrating its
manipulation, analysis, and evaluation.
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F Conduct evaluation of the developed methodology in
practical application background using available data
sets collected that are privacy concern-eliminated.

The remainder of this paper is structured as follows.
Section II introduces a basic description of the HFLTS
and OWA concepts. Section III focuses on the domain-
specific appraisal modeling in which heterogeneous SPI
is used to generate attitudinal HFLTS possibility distribu-
tion through the construction of several nonlinear optimiza-
tion models. In Section IV, the novel DSCDM framework
with the COANG model is proposed in which the COANG
model and the derived uncertain linguistic information are
detailed. Section V conducts a case study for illustration of
the proposed COANG-based DSCDM framework. Finally,
Section VI concludes this paper.

II. PRELIMINARIES
This section reviews several basic definitions and notions that
are crucial to the subsequent development of this study.

Let n be any nonzero natural integer, N be the set of
strictly positive integers and set [n] := {1, 2, · · · , n} and
bnc := {−n, · · · ,−1, 0, 1, · · · , n}. Bold symbols are used
to denote n-tuples. For instance, (x1, · · · , xn) is often writ-
ten as x. In the current paper, a possibility distribution
(p−τ , · · · , pi, · · · , pτ ) is written as P. The following termi-
nologies are introduced to facilitate relevant descriptions. The
cardinality of any set K is denoted by #K . The subscript set
of a subscript-symmetric additive LTS

S = { st | t = −τ, · · · ,−1, 0, 1, · · · , τ }
is denoted by bτc. That is, bτc = {−τ, · · · ,−1, 0, 1, · · · , τ }
and S = { st | t ∈ bτc}.

A. HFLTS POSSIBILITY DISTRIBUTION
The linguistic variable is a renowned concept coined by
Zadeh [72] as to foster a structural modeling capacity to
express semantical implications that cannot be established
by merely a single term to manifest words or sentences
in a natural or artificial language. Linguistic variables are
suitable for characterizing phenomena that are too com-
plex or too ill-defined to be amenable to conventional
quantitative descriptions in an approximate manner. For
the past decades, the linguistic variable has attracted broad
attention since its inception from researchers and schol-
ars who were, and are, actively advancing the theory of
natural language processing in the use of fuzzy linguistic
approaches.

The use of linguistic variables implies processes of com-
puting with words (CW) that assists agents in gaining more
insights into complex human activities, which in a way
accomplishes the desired aim of distilling useful information
from broad and non-specific thoughts [33]. The legitimate
selection of linguistic descriptors of the linguistic terms and
their semantics can commendably smooth the way for pro-
cessing linguistic variables. One of the existing approaches
to such selection is the determination of linguistic descriptors

in which all the terms are distributed on a scale given a
predefined order structure suggested by Delgado et al. [14].
Let S =

{
s0, s1, · · · , sg

}
be a LTS with odd granularity

g+ 1, where the term sj represents a possible value for a lin-
guistic variable. Generally, the linguistic term set is required
to satisfy the following characteristics:

(1) The set is ordered: si ≥ sj if and only if i ≥ j.
Hence, a minimization operator and a maximization operator
exist.

(2) There exists a negation operator: neg(sj) = sg−j.
Eliciting a single linguistic term may not be enough to

characterize complex human cognitive mechanisms. People
are frequently required of to make decisions given limited
time or resources or faced with difficulties that are not easy to
overcome, which add up to create the appraisal environment
under which the cognitive process of experts endowed with
hesitance needs to be elaborated. The proposal of HFLTS pro-
posed by Rodríguez et al. [56], which is a generalization of
hesitant fuzzy sets [61] on a qualitative setting, has proven to
be an efficient surrogate to traditional information elicitation
methodologies [39], [63]. The formal definition of HFLTS is
given below.
Definition 2 [56]: Let S =

{
s0, s1, · · · , sg

}
be a LTS.

An HFLTS HS on S is an ordered finite subset of consecutive
linguistic terms in S.

Substituting subscript-symmetric additive LTS S =

{ st | t ∈ bτc} for the traditional LTS S =
{
s0, s1, · · · , sg

}
with odd granularity g+ 1 in Definition 2 has been diffusely
adopted. The S = { st | t ∈ bτc} is a LTS in which the
linguistic term s0 is used to represent the median term and
the remaining in S are placed uniformly and systematically
around it. Serving as an alternative to the traditional LTS,
it successfully incorporates the attitudinal dimension with a
bipolar scale rather than a unipolar scale [35]. The current
paper follows this convention without loss of generality. The
operations defined on S can be found in [55]. The distance
measure for any two linguistic terms in S are defined as
d
(
si, sj

)
= (i− j)

/
2τ for si, sj ∈ S [67].

Since the research on Zadeh’s fuzzy linguistic approach
and the CW paradigm becomes more in-depth and detailed
[69], [72], computing with HFLTSs has been commonly seen
as a subarea of linguistic computational intelligence systems
[37], [42], [44], [59]. Thanks in particular to the proposal
of CLEs in parallel with HFLTS, computing with HFLTSs
has expanded the research of linguistic computational intel-
ligence systems significantly because it has introduced many
challenging research problems that had not been studied
before. The concept of AppELT is crucial to this study as it
is used as a transformation logic manipulation that creates a
bridge between GCLEs and HFLTSs.
Definition 3 [57]: Let E be a function that transforms the

linguistic expressions ll ∈ Sll obtained by the context-free
grammar GH into HFLTSs. S is the LTS used by GH , and
Sll is the expression domain generated by GH : E : Sll →
HS . The linguistic expressions generated by GH by using the
production rules will be transformed into HFLTS by means
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of the following transformations:

E (si) = { si| si ∈ S} ,
E (at most si) =

{
sj
∣∣ sj ∈ S and sj ≤ si} ,

E (lower than si) =
{
sj
∣∣ sj ∈ S and sj < si

}
,

E (at least si) =
{
sj
∣∣ sj ∈ S and sj ≥ si} ,

E (greater than si) =
{
sj
∣∣ sj ∈ S and sj > si

}
,

E
(
betweensi and sj

)
=
{
sk | sk ∈ S and si ≤ sk ≤ sj

}
.

The implication of the first equation E (si) = { si| si ∈ S}
was expanded in Chen et al. [9] as a signal that indicates
the transformation of an HFLTS obtains itself in the use of
AppELT; that is, E (HS) = {HS}. The symbolic transla-
tion from GCLEs generated from ECFG to HFLTSs enables
the implementation of linguistic computational techniques.
However, the existing linguistic computational techniques
need accuracy enhancement tools as computing with HFLTSs
inevitably produces loss of information, which registers as
imperative to the development of semantical associations
for HFLTSs [9], [10]. The primitive semantical association,
i.e., fuzzy envelope, with linguistic descriptors adopted for
HFLTSs was developed by Liu and Rodríguez [36]. Follow-
ing with fuzzy envelope, a collection of proposals including
trapezoidal fuzzy set (TraFS) [7], discrete fuzzy numbers
(DFN) [58], possibility distribution [64], proportional hesi-
tant fuzzy linguistic fuzzy term set (PHFLTS) [66], linguis-
tic intuitionistic term sets [71] and probabilistic linguistic
term set (PLTS) [53] were successively proposed to associate
machine manipulative formats with HFLTSs serving as quan-
titative equivalences. The possibilistic semantical description
is adopted in this study because of the following reasons: first,
the HFLTS possibility distribution in its mathematical repre-
sentation is inimitably put in a succinct style, which strength-
ens the understanding of researchers showing curiosity to the
theory of HFLTS. Second, the computational treatment of
HFLTSs in the use of possibility distribution operates on the
associated possibilities to each linguistic term, by means of
which the computational simplicity and interpretability of the
results can be retained. Finally, with the exception of some
particular cases, the possibilistic, proportional, and proba-
bilistic semantics for HFLTSs are essentially mathematically
consistent. Therefore, this study considers the integration
of possibility distribution into HFLTS, which was initially
proposed by Wu and Xu [64] as follows.
Definition 4: Let S = { st | t ∈ bτc}. Let HS (ϑ) =
{sL , sL+1, · · · , sU } be an HFLTS given by a participant in
DSCDM. The possibility distribution for HS on S is repre-
sented by P(2τ+1) = (p−τ , · · · , pl, · · · , pτ ),where pl is given
by

pl =


0, l = −τ,−τ + 1, · · · ,L − 1,
1/(U − L + 1), l = L,L + 1, · · · ,U ,
0, l = U + 1, · · · , τ.

and pl denotes the possibility degree under which the linguis-
tic term sl can be considered as the assessment value when

evaluating alternatives or criteria such that
∑

l∈bτc pl = 1
and 0 ≤ pl ≤ 1, l ∈ bτc.

The set of all HFLTS possibility distributions on S
is denoted by HP (S). Indicated in Definition 4 is that
HFLTS possibility distribution serves as a complex lin-
guistic construction that is inconvenient for computational
manipulation. Therefore, the numerically equivalent value
(NEV) for an HFLTS possibility distribution is defined in
[64] by NEV

(
P(2τ+1)

)
=

∑
l∈bτc1

−1
S (sl) pl acting as

its computational surrogate. To improve its interpretability,
the linguistically equivalent value (LEV) LEV

(
P(2τ+1)

)
=

1S (NEV
(
P(2τ+1)

)
) = 1S (

∑
l∈bτc1

−1
S (sl) pl) that trans-

lates the NEV into a linguistic 2-tuple is diffusely adopted.
The assignment of possibilities for each linguistic term

sl in an HFLTS HS is subject to the LapDECR. Recent
literature has shown that computing with HFLTS possibility
distribution, in this case, degenerates merely to computing
with HFLTS [9]. The reason behind this is that the existing
computational treatment of HFLTSs is based on the equal
likelihood of each linguistic term in an HFLTS. Such a
rigorous restriction triggers debate over its justification in
real-world applications taking into consideration its sacrifice
of the possible inclusion of additional information despite
that it alleviates the computation complexity. As a result,
the possibility equivalence hypothesis has been removed in
an assemblage of studies in succession [9], [10], [70].

B. ORDERED WEIGHTED AVERAGING OPERATOR
Individual semantics building for GCLEs requires the gener-
ation of HFLTS possibility distributions with certain Attitude
Characters. The existing approaches to generating attitudinal
HFLTS possibility distribution were developed via the cor-
respondence established between HFLTS possibility distri-
bution and the ordered weighted averaging (OWA) operator.
The rationale that the relationship between linguistic terms
in an HFLTS and their possibilities can be modeled between
the aggregated arguments and their associated weights has
been specified in [9] and [10], in which their arguments are
based on the fact that HFLTS possibilities satisfy the basic
axioms of complete weighting assignment, i.e., pl ∈ [0, 1]
and

∑
l∈bτc pl = 1. The resemblance serves as the theoretical

basis for the adaption of methods of OWA weight determina-
tion in generating attitudinal HFLTS possibility distribution.
Below a brief introduction of the OWA-related knowledge is
provided.

The OWA operator along with its Attitudinal Character
were originally proposed by Yager [68]. An OWA operator
of dimension n is a mapping Fw(n) : R n

→ R which has
an associated weighting vector w(n) = (w1,w2, · · · ,wn)
satisfying

∑n
i=1 wi = 1, 0 ≤ wj ≤ 1 for j ∈ {1, 2, · · · , n}

such that

Fw(n) (a1, a2, · · · , an) =
∑
i∈[n]

wibi,

where bj is the j-th largest value out of a = (a1, a2, · · · , an)
(i.e., b1 ≥ b2 ≥ · · · ≥ bn).
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Definition 5 [68]: The measure of Attitudinal Character
associated with an OWA operator Fw(n) of dimension n is
defined as

orness
(
w(n)

)
=

∑
i∈[n]

n− i
n− 1

wi,

and themeasure of andness associatedwith theOWAoperator
Fw(n) is the complement of its orness, which means

andness
(
w(n)

)
= 1− orness (w) =

∑
i∈[n]

i− 1
n− 1

wi.

With w∗ = (1, 0, · · ·, 0), w∗ = (0, · · ·, 0, 1) and wA =

(1/n, 1/n, · · ·, 1/n) given for an OWA operator we obtain
the Max, Min and average mean AM, which, in the context
of decision making, correspond to the fully optimistic deci-
sion, fully pessimistic decision and Laplace decision criteria,
respectively [28]. The dispersion measures for an OWA oper-
ator Fw is defined as Disp

(
w(n)

)
= −wi ln (wi) [68].

Proposition 1 [28]: For any OWA weighting vectors
w(n) = (w1,w2, · · · ,wn) with orness

(
w(n)

)
= α, and

its reversed form: w′(n) =
(
w′1,w′2, · · · ,w′n

)
= (wn,

wn−1, · · · ,w1), we have orness
(
w(n)

)
= andness(w′(n)).

III. DOMAIN-SPECIFIC APPRAISAL MODELING
Domain-specific appraisal modeling is a core process to
DSCDM that consists of the gathering of appraisal informa-
tion and the construction of domain specificity [10]. The two
consecutive tasks can be accomplished with the generation
of HFLTS possibility distributions reflecting diverse individ-
ual cognitive styles. The inherent heterogeneity regarding
cognitive styles of participants in DSCDM needs models
capable of recognizing the cognitive differences among par-
ticipants. Individual knowledge mining plays an integral role
in achieving this purpose [38], [51]. Multiple drivers char-
acterize evaluated cognitive systems for individuals with a
sufficient amount of self-administered individual appraisals
with linguistic construction based on LTS defined prior [38].
Individuals may be called upon to provide inputs for all stages
of the modeling and management process, and specifically to
inform the interpretation of results and the characterization
of uncertainty [51]. In this sense, individual knowledge can
be used as a reliable source of information accompanied by
objective information to expect performance reinforcement
of given decision support systems.

In terms of participants in DSCDM, their understanding
of different objects are heterogeneously delineated by that in
which way and to what extent, they can provide SPI suffi-
ciently. As a consequence, HFLTS possibility distributions
can be viewed as a composition of the principal linguistic
construction (PLC) (in the form of HFLTS) for individuals
and SPI (in the form of possibility distribution). In practice,
the PLC is provided directly by participants in DSCDM,
but the SPI can be of different formalizations in accor-
dance with the distinctions among individual knowledgable
domains. SPI is de facto a partial certainty over the pos-
sibility distribution expressed by each participant. In order

to break the limitation posed by the possibility equivalence
hypothesis, this section deals with the utilization of SPI in
the generation of attitudinal HFLTS possibility distribution
through the construction of several nonlinear optimization
models.

A. GENERATION APPROACH WITH LAPDECR-BASED SPI
Translating GCLEs to PLC is a salient information process
that can be automatically completed in accordance with the
AppELT [56], [57]. However, whether or not SPI is available
depends to a great extent on how much cognitive efforts have
been devoted by individuals to articulate their preference.
The SPI is set to be free of any additional restrictions under
the condition that individuals serve no further knowledge to
supplement the PLC. In this sense, the SPI is merely subject
to the fundamental ordered possibility simplex (FOPS):

FOPS =
{
P(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

pj = 1, j ∈ bτc
}
.

Given an HFLTS possibility distribution, the LapDECR is
used as a primary restriction to be placed on the initial SPI,
turning the FOPS into the LapDECR-based FOPS (LFOPS):

LFOPS =
{
P(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

pj = 1,

pj = 1
/
(2τ + 1), j ∈ bτc

}
.

LFOPS uses all the information in PLC by assigning equal
possibilities to the possible linguistic terms. It is predomi-
nantly used to deal with hesitancy endowed with participants
when SPI is unavailable due to certain reasons. The attitude
orientation and opinion strength are two instrumental features
to be crawled from the LFOPS. Because of the correspon-
dence between SPI and OWA weighting vectors, semantic
analysis serving this task is feasible in the use of Attitu-
dinal Character function. Following Definition 5 gives the
Attitudinal Character value of the initial HFLTS possibility
distribution with LFOPS as

AC
(
P(2τ+1)

)
=

1
2τ + 1

∑
i∈bτc

τ − i
2τ

=
1

2τ + 1
×

(2τ + 1)2τ
4τ

=
1
2
,

which is independent of τ with the explicit implication that
individuals evaluate a given object neutrally. Dispersion value
for LFOPS reaches its maximum as PLC has been entirely uti-
lized without favoritism shown towards any linguistic term.
Incorporating Attitudinal Character into FOPS paves the way
for the extraction of sentiment-related features. To model
the arbitrary opinion strength of individuals, the intersection
of Attitudinal Character with FOPS (ACFOPS) should be
initially defined:

ACFOPS

=

{
P(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

τ − j
2τ

pj = AC (P) ,∑
j∈bτc

pj = 1, j ∈ bτc
}
.
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The ACFOPS includes the LFOPS as a special case, which
highlights the capability of ACFOPS in identifying attitude
orientation and modeling the opinion strength. In practice,
the ACFOPS needs to adapt themselves to diversifying prac-
tical needs oriented to the transformation of PLC and its
associated SPI into attitude-related features.

Computing an approximation of the Attitudinal Characters
of participants’ opinions in DSCDM can be performed by the
similarity measure-based generation algorithm for attitudinal
HFLTS possibility distributions [10]. The algorithm designed
for the generation of initial HFLTS possibility distribution for
ϑAM is adapted from [10] and briefed as follows.
The remaining algorithms for the rest of GCLEs can be

analogously designed in reference to Algorithm 1.

Algorithm 1 Generating Initial HFLTS Possibility Distribu-
tion for ϑAM (Adapted From [10])
Input: A LTS S = { sα|α = −τ, · · · , 0, · · · , τ }, ϑAM =

at most sU
Initialization: U , N , and τ
1: for ϑAM = at most sU do
2: HS (ϑAM)← {s−τ , s−τ+1, · · · , sU }
3: for l = −τ ,−τ + 1, · · · ,U and n = 1, 2, · · · ,N

do
4: d (sl, sU )← |sl − sU |

/
2τ

5: ρn(sl, sU )← (1− dn (sl, sU ))1/n

6: pnl ← ρ (sl, sU )
/∑U

l=−τ ρ (sl, sU )
7: end for
8: for l = U + 1,U + 2, · · · , τ and n = 1, 2, · · · ,N

do
9: pnl ← 0
10: end for
11: for n = 1, 2, · · · ,N do
12: Pn←

(
pn−τ , · · · , p

n
l , · · · , p

n
τ

)
13: end for
14: end for
Output: The initial HFLTS possibility distribution Pn for
ϑAM

DSCDM participants’ beliefs and behaviors towards some
appraisal objects are not usually stable because of social
influences. Social psychology suggests that, despite the
attitude change of individuals is subjected to diversifying
internal and external stimuli, the individual’s motivation
to maintain cognitive consistency when cognitive disso-
nance occurs-when two attitudes or attitude and behavior
conflict-is instinctual [46]. The attitudinal HFLTS possibil-
ity distribution should move itself away from the initial
HFLTS possibility distribution with the cognitive consis-
tency maximized. HFLTS possibility distributions are vectors
in essence, and the consistency between arbitrary two of
them can be measured by Pearson’s correlation coefficient
(PCC) [52]. PCC is a common tool for collaborative filtering,
where it serves as an efficient measurement of user item
similarity [62].

The PCC-based optimization model embedded with
LFOPS for P and ACFOPS for P′ for generating attitudinal
HFLTS possibility distribution can be constructed as follows:

Model 1(M1):

Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.



∑
i∈bτc

τ − i
2τ

p′i = AC
(
P′
)∑

i∈bτc
p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

pi = 1
/
(2τ + 1) for i ∈ bτc

In M1, the nonlinear objective function is a slight modifi-
cation to the original PCC that maps the universe of discourse
regarding PCC from [−1, 1] to [0, 1]. The constraints of
M1 are derived from the ACFOPS for P′ and the LFOPS for
P. In particular, the final constraint that pi = 1

/
(2τ + 1)

for i ∈ bτc can be dropped if the initial HFLTS possibility
distribution was given. That is, M1 becomes simply the PCC-
based optimization model embedded with ACFOPS for P′:
Model 2(M2):

Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.


∑

i∈bτc

τ − i
2τ

p′i = AC
(
P′
)∑

i∈bτc
p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

This is particularly the case when the initial HFLTS pos-
sibility distribution for GCLEs can be generated through the
use of several existing methods such as the probability den-
sity function-based approach in [9] and the linguistic terms
similaritymeasure-based approach in [10]. The initial HFLTS
possibility distribution generated following these approaches
leads to a more general case which can be described as
in Algorithm 2. In addition, the algorithms can be analo-
gously designed referring to Algorithm 2 as for the remaining
GCLEs and therefore are omitted for space-saving.

B. GENERATION APPROACH WITH SPI OF PARTIAL
AWARENESS
In terms of different GCLEs, their corresponding HFLTSs
obtained from the implementation of AppELT have chances
of being tied to a possibility distribution with specific require-
ments from individuals as a reflection of their domain
specificity. Various arrangements of SPI lead to different
generation approaches for attitudinal HFLTS possibility dis-
tribution. The SPI is provided by participants in DSCDMwith
heterogeneous structures characterized by different orderings
of complete or partial linguistic terms in PLC. Main reasons
for individual knowledge mining involving SPI of partial
awareness include but not limit to: 1) the subordinate knowl-
edge support might need to be served under time pressure,
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Algorithm 2 Generating Attitudinal HFLTS Possibility Distributions Based on Optimization Model (M2)
Input: The linguistic term set, S = { st | t ∈ bτc}; CLE ϑAM = at most sU given by an individual; the targeted Attitudinal

Character of the HFLTS possibility distribution P′ to be generated, AC
(
P′
)
.

Initialization: g
1: for U ∈ bτc do
2: HS (ϑAM ) = {s−τ , · · · , sU } ← Transform ϑAM = at most sU into HFLTS using the AppELT
3: P = (p−τ , · · · , pl, · · · , pU )← Generate the initial HFLTS possibility distribution
4: P̄ =

∑U
l=−τ pl

/
(U + τ + 1)← Calculate the average HFLTS possibility with respect to P

5: for P do
6: PRev =

(
pRev1 , · · · , pRevk , · · · , pRevU+τ+1

)
← Reverse P with linguistic terms in the HFLTS rearranged in decreasing

order with pRevk = pU+1−l
7: AC (PRev) =

∑
k∈[U+τ+1]

U+τ+1−k
U+τ pRevk ← Calculate the Attitudinal Character of PRev

8: AC (P)← AC (PRev)
9: end for

10: Apply the following Optimization Model (M2):

Max 1
2

1+
∑

k∈[U+τ+1]
(
pRevi −P̄

)(
p′Revi −P̄

′
Rev

)
√∑

k∈[U+τ+1]
(
pRevi −P̄

)2√∑
k∈[U+τ+1]

(
p′Revi −P̄

′
Rev

)2


s.t.


∑

k∈[U+τ+1]
U+τ+1−i
U+τ p′Revi = AC

(
P′Rev

)∑
k∈[U+τ+1] p

′Rev
i = 1

p′Revi ∈ [0, 1] for i ∈ [U + τ + 1]

11: P′Rev←
(
p′Rev1 , · · · , p′Revk , · · · , p′RevU+τ+1

)
12: P′ =

(
p′−τ , · · · , p

′
l, · · · , p

′
U
)
← Reverse P′Rev with linguistic terms in the HFLTS rearranged in increasing order with

p′l = p′RevU+1−k
13: Q = AC

(
P′
)
− AC (P)← Calculate the degree of attitude change in respect of the individual

14: end for
Output: All generated attitudinal HFLTS possibility distributions P′, and as well the degree of attitude change Q for U ∈ bτc

2) the participants might not feel confident in providing
accurate figures for the distinctions between linguistic terms
compared in pairs, 3) the participants are averse to revealing
their preferences over certain linguistic terms in public, and 4)
in some cases, there are multiple transformed linguistic terms
are available in a SPI providing problem at the outset that
comparing and evaluating all of them in terms of preference
differentiation in detail is not practical as participants are
keen on the identification of the more promising linguistic
evaluations. The remaining parts of this section are devoted to
the specifications of several established ordering-embedded
types of SPI that are expected to be frequently used in
domain-specific appraisal modeling.
• SPIWO-based generation approach
SPI with weak ordering (SPIWO) implies that an individ-

ual has a specific preference orientation over the linguistic
terms transformed from GCLEs. The linguistic terms in a
transformedHFLTS are associated with a ranking dominating
them that can be hailed as a constraint for conducting seman-
tic analysis. A weak ordering of HFLTS possibilities can be
given as follows:

WO =
{
P′(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

τ − j
2τ

pj = AC (P) ,

p′j≥p
′
k ≥ 0, j ∈ bτc, k ∈bτc \ j,

∑
j∈bτc

p′j = 1
}
.

The ranking of possibilities associated with linguistic
terms in a transformed HFLTS does not strictly relate to
an ascending ordering of their subscripts. Neither does it
subject all linguistic terms in PLC to the SPIWO. As a result,
the formulated SPIWO WO is the most substantial constraint
it can be in the sense of weak ordering. The optimization
model based on the SPIWO is formulated as follows:

Model 3(M3):

Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.



∑
i∈bτc

τ − i
2τ

p′i = AC
(
P′
)

p′j ≥ p
′
k for j ∈ bτc, k 6= j∑

i∈bτc
p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

• SPISO-based generation approach
SPI with a strict ordering (SPISO) considers distinct dis-

crimination factors between HFLTS possibilities. The indi-
vidual has a discernible preference orientation with exact
possibility differentiation between the linguistic terms trans-
formed from GCLEs. A strict ordering of HFLTS possibil-
ities can be mathematically formulated as a set of several
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constraints by

SO =
{
P′(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

τ − j
2τ

pj = AC (P) ,

p′j − p
′
j+k ≥ εj, p

′
τ+1 = 0, j ∈ bτc ,

k ∈ [τ − j],
∑

j∈bτc
p′j = 1

}
.

Individuals can primarily discern the preference orienta-
tion in terms of a given PLC, and subsequently, the possibility
differentiation can be as well measured such that individual’s
subjective and partial certainty is reflected over certain com-
parable linguistic terms. In contrast to the SPIWO, the SPISO
SO is the weakest constraint it can be as the differentiation
between two HFLTS possibilities forms the bare minimum to
extract a strict ordering. The optimization model based on the
SPISO is formulated as follows:

Model 4(M4):

Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.



∑
i∈bτc

τ − i
2τ

p′i = AC
(
P′
)

p′j − p
′
j+k ≥ εj for j ∈ bτc and k ∈ [τ − j]∑

i∈bτc
p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

• SPIOM-based generation approach
Pairwise comparison of HFLTS possibilities is in gen-

eral a process of comparing entities of PLC in pairs to
judge which linguistic term is preferred. The ratio that
showing one linguistic term has a greater amount of some
quantitative property over another can be crafted in the
form of p′i/p

′
j = αij. One of the logical justification

behind using this formation is that when it is used in the
analytic hierarchy process, the parameter αij corresponds
to the well-established verbal description which reflects
exactly the preference. In this sense, SPI with a ordering
with multiples (SPIOM) for HFLTS possibilities can be
considered:

OM =
{
P′(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

τ − j
2τ

pj = AC (P) ,

p′j ≥ αj(j+k)p
′
j+k , j ∈ bτc \ τ, k ∈ [τ − j],

∑
j∈bτc

p′j = 1
}
.

The method of pairwise comparison has been diffusely
used in the scientific study of preferences, attitudes, vot-
ing systems and social choice, etc. The SPIOM follows
strictly the law of comparative judgment. Participants in
DSCDM comparing linguistic terms in pairs estimate ratios
for each paired comparison that express their authentic feel-
ings. Selected entities from the PLC are not subjected to a

consecutive requirement. Even more, the constraints imposed
on j and k can be enhanced in consideration of the actual will-
ingness of participants’ cooperation to mature the complex
linguistic construction. The optimization model based on the
SPIOM can be built as follows:

Model 5(M5):

Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.



∑
i∈bτc

τ − i
2τ

p′i = AC
(
P′
)

p′j ≥ αj(j+k)p
′
j+k for j ∈ bτc \ τ and k ∈ [τ − j]∑

i∈bτc
p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

• SPIOD-based generation approach
Given a PLC that transformed from a GCLE, pairwise

comparisons among the linguistic terms in it may derive
the following judgment from participants in DSCDM that
linguistic term si is of significant importance over linguistic
term sj, and linguistic term sk is weakly crucial than linguistic
term sl . The SPI, in this case, can be modeled as an ordering
of differences denoting a bi-level strength of HFLTS possi-
bility. The SPI with an ordering of differences (SPIOD) is
formulated as follows:

OD =
{
P′(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

τ − j
2τ

pj = AC (P) ,

p′i − p
′
j ≥ p

′
k − p

′
l, p
′
τ+1 = 0, i, j, k, l ∈ bτc ,∑

j∈bτc
p′j = 1

}
.

The capability of individuals to distinguish further the dif-
ferences between paired comparisons among linguistic terms
in a transformed PLC from one to another is highly depen-
dent upon their domain specificity. In general, an additional
requirement for OD is j = k in consideration of the psycho-
logical characteristic that making consecutive comparisons is
more natural and as well much more accessible for human
beings to process than randomized comparisons. However,
individual knowledge mining is a process of discovering SPI
being regularly unpredictable due to diversifying cognitive
efforts that participants in DSCDM collaborate to ramp up.
As such, the additional requirement unnecessarily serves as
a preexist condition for forming SPIOD and the PCC-based
optimization model embedded with ACFOPS. Another fact
worthy ofmention is that the SPIOD and SPISO are not mutu-
ally exclusive from a mathematical perspective. The SPIOD
becomes the SPISO in general if we take the right-handed
paired comparison between p′k and p

′
l as the discrimination

factors, and inversely, the SPISO can be viewed as SPIOD
given that its discrimination factors are provided implicitly by
individuals with rough estimates from comparing linguistic
terms in pairs.
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The optimizationmodel based on the SPIOD is constructed
as follows:

Model 6(M6):



Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.



∑
i∈bτc

τ − i
2τ

p′i = AC
(
P′
)

p′i − p
′
j ≥ p

′
k − p

′
l for i, j, k, l ∈ bτc

p′τ+1 = 0∑
i∈bτc

p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

• SPIIB-based generation approach
Interval possibilistic judgment is another representation

structure frequently adopted by participants in DSCDM to
deliver SPI. The upper and lower bounds of HFLTS possi-
bilities attached to certain linguistic terms in PLC are not
both entailed to be offered by participants. This is because
open-ended judgments are allowed as the closure will be
accomplished by the natural constraint that these possibilistic
judgments belong to the unit interval, which is indicated
with parentheses. The SPI with an interval bounds (SPIIB)
is formulated as follows:

IB =
{
P′(2τ+1) ∈ I (2τ+1) :

∑
j∈bτc

τ − j
2τ

pj = AC (P) ,

κj + εj ≥ p′j ≥ κj, κj, εj ∈ [0, 1], j ∈ bτc ,∑
j∈bτc

p′j = 1
}
.

Several picked linguistic terms could be the potential
authentic opinion of the participants, in the sense that the
SPIIB could act as an auxiliary tool for participants to
reassess their original PLCs. The cardinality of PLC has
considerable chances of being reduced in accordance with
the possible opinion adjustment. The fact that using all
these SPI with partial awareness facilitates the cohesiveness-
improving of PLCs applies to all subcategories of SPI
defined above, and mathematically, the SPIIB may over-
lap with any of them. However, the prominent distinction
among them are their information sources of SPI deter-
mined by participants’ subjective cognition that differs from
one to another. The gathering of appraisal information and
the construction of domain specificity can be accomplished
by seeking solutions to these SPI-based optimization mod-
els, which are frequently adopted strategies for domain-
specific appraisal modeling that will be covered along with
the optimization model based on the SPIIB constructed
below.

Model 7(M7):

Max
1
2

1+

∑
i∈bτc

(
pi − P̄

) (
p′i − P̄

′
)√∑

i∈bτc
(
pi − P̄

)2√∑
i∈bτc

(
p′i − P̄′

)2


s.t.



∑
i∈bτc

τ − i
2τ

p′i = AC
(
P′
)

κj + εj ≥ p′j ≥ κj for κj, εj ∈ [0, 1] and j ∈ bτc∑
i∈bτc

p′i = 1

p′i ∈ [0, 1] for i ∈ bτc

IV. NOVEL DSCDM FRAMEWORK WITH
THE COANG MODEL
The aim of COANG based on individual semantics obtained
from domain-specific appraisal modeling is to define auto-
matic tools able to extract subjective information from deci-
sion appraisals in DSCDM, such as attitude orientation and
attitude strength, so as to create structured and actionable
knowledge to be used by either a decision support system or a
decision maker. The individual semantics adds the Attitude
Character as a new dimension to intensify our understand-
ing of GCLEs with their connotative rather than denotative
meaning [10]. Functionally, building individual semantics for
GCLEs allows distinguishing the precisely same transformed
temporal HFLTSs during the implementation of AppELT
to guarantee the accuracy of any GCLE-based computa-
tional techniques for DSCDM. More importantly, GCLE is
unequivocally built to discover the connotative implications
that avoid any confusion. Based on the individual semantics
established in the previous section, we propose the COANG
model tailored to DSCDM with GCLEs.

A. THE COANG MODEL
A COANG model can be formulated as a septuple

COANG =
〈
CIS,AC,P,AO,AS,T,OCOANG

〉
,

where CIS, AC, P, AO and AS stand for finite sets of opin-
ions with customized individual semantics (CIS), alternative-
criterion objects, participants who express their opinions
over AC, attitude orientation of their opinions, and atti-
tude strength of their opinions respectively. The set AC =
{positive, negative, neutral} defines the attitude orientations
embedded in opinions, and the attitude strength AS ∈ [0, 1]
represents the degree of feeling perceived by a participant.
The set of time points T indicates when the set of opinions
CIS is held. Finally, the opinion formulation functionOCOANG
conveys a valid opinion tuple, that is, who holds a particular
opinion for a specific alternative-criterion object at a particu-
lar point of time. In the current paper we are not intended to
deal with dynamic DSCDMwith evolving opinion networks;
therefore, the T dimension will not be explored for the rest of
this paper. Consequently, the COANG model degenerates to
the following sextuple

COANG =
〈
CIS,AC,P,AO,AS,OCOANG

〉
.
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FIGURE 2. The general idea of the proposed COANG model.

The components of the COANG model are analyzed in
detail as follows (see graphically in Figure 2).

• Opinions with CIS, CIS: The opinions in the context
of DSCDM are specially considered in the manifestation
of GCLEs. In the case of more general settings such as
social networks, opinions refer to the subjective feelings
of participants concerning some opinion targets (e.g.,
products, services, events and political figures).

• Alternative-criterion object, AC: The alternative-
criterion objects are toward which the opinions are
expressed. Mostly, a DSCDM consists of multiple alter-
natives and as well several conflicting criteria. However,
not all alternative-criterion objects are associated with
specific opinions, even hesitant ones. The missing opin-
ion inputs can be caused by many reasons such as the
unfamiliarity of participants with specific objects and
the unwillingness of participants to share their views
(i.e., non-cooperative behaviors). To be more precise,
alternatives can be viewed as the target entities, and
criteria are the target aspects of each entity on which
the opinion has been given. In this study, alternatives
and criteria are considered inseparably as an object pair
because they are toward which participants would refer
to simultaneously.

• Participant, P: The participant in a group may specifi-
cally mean social network users, agents, decision mak-
ers or experts depending on their specialized contexts.
Without loss of generality, we use ‘‘participant’’ in gen-
eral to refer to subjects involving in the discussion of
DSCDM.

• Attitude orientation, AO: The provision of CIS
that associated with GCLEs facilitate the attitude
orientation detection of each participant evaluating
alternative-criterion objects. Attitude Character function
AC(P) ∈ [0,1] serves as an essential standard with,
given a specific participant, AC(P) > 0.5 implying
the participant being optimistic, AC(P) < 0.5 reflect-
ing the participant being pessimistic, and otherwise
representing the neutral attitude of the participant.

• Attitude strength, AS: The attitude strength S ∈ [0, 1]
in this case is functionally equivalent to the Attitude
Character function AC(P) ∈ [0,1] with different asso-
ciated implications. Basically, the attitude strength on
the positive attitude orientation is projected from the
AC(P) ∈ (0.5,1] whereas that on the negative attitude
orientation is projected from the AC(P) ∈ [0,0.5).

• Opinion formulation function, OCOANG : The opinion
formulation function brings together the former com-
ponents of COANG to deliver a valid opinion tuple.
It unequivocally includes all facets of information that
we expect to cover in order to facilitate the constriction
of novel DSCDM framework. By contrast, the tradi-
tional CDM models base themselves on every aspect
of the COANG excluding attitude orientation, attitude
strength as well as the opinion formulation function.

The COANG model provides a framework to transform
unstructured individual semantic analysis to structured data.
The sextuple is basically a database schema, based on which
the extracted opinions can be put into a database table. Then
a rich set of qualitative, quantitative, and trend analyses of
opinions can be performed using a whole suite of database
management systems and online analytical processing tools.

B. DERIVED UNCERTAIN LINGUISTIC INFORMATION
The idea of basic uncertain information (BUI) was initially
coined by Jin et al. [27] and appeared primarily in Mesiar
et al. [45]. Serving the purpose as a fundamental ‘‘Basic
Unit’’ in uncertain theory, it is fine-tunely designed in a bid
to explain a plethora of uncertain information representations
such as LDA, PHFLTS, PLTS, and so on. BUI is used to
derive a new classification of uncertain information represen-
tation called ‘‘Derived Uncertain Information (DUI)’’ [45].
DUI obtains their meaning from the original definition of the
BUI. Therefore, BUI is the source of all knowledge for each
and every generalizations of it in every aspect. Special atten-
tion is paid to derived uncertain linguistic element (DULE) in
this section. DULEs are adapted from BUI through the inte-
gration of a participant’ complex linguistic construction (as
manifested by PLC) for an evaluated object and its indicating
attitude strength. The formal definition of DULE is given as
follows.
Definition 6: Let S = { st | t ∈ bτc} be a LTS and

S̄ the 2-tuple set associated with S defined as S̄ =

S × [−0.5, 0.5). Let HS (ϑ) = {sL , sL+1, · · · , sU } be an
HFLTS given by a participant in DSCDM citing his/her
decision appraisal toward an alternative-criterion object,
and the possibility distribution for HS on S is calculated
as P(2τ+1) = (p−τ , · · · , pl, · · · , pτ ). The binary pair(
P(2τ+1),AS

)
is called a DULE, where AS indicates the

opinion strength calculated from the Attitudinal Character
AC(P) that the participant shows implicitly in the decision
appraisal.
The set of all DULEs on S̄ is denoted by U

(
S̄
)
. In addi-

tion to the opinions with CIS and the attitude strength, the
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remaining components of the COANGmodel are not factored
in the construction of DULE since they have been explicitly
included in the logical statements compiling Definition 6.
The mathematical form of the proposed DULE appears to
be akin to that for the proportional linguistic pairs defined
in [8] if, and only if, the first element is substituted with
LEV and its symbolic translation takes the value of zero.
Even more, the DULE resembles mathematically the possi-
bilistic 2-tuple linguistic pairs (P2TLPs) [11] if, and only if,
the first element is simply substituted with the LEV. However,
the second elements in DULE, proportional linguistic pairs
and P2TLPs differ in their underlying implications. That is,
the proportional linguistic pairs are essentially constructed
as a reflection of group homogeneity with the inclusion of
objective proportional information and the P2TLP presents
the level of confidence for a given 2-tuple linguistic input,
whereas DULE models individually twofold aspects of the
assessment representation structure including HFLTS possi-
bility distribution and its attitude strength.

The development of DULE-based linguistic computational
techniques generally necessitates the accurate comparison
among them. Motivated by [11], DULEs are compared lex-
icographically using the parallel comparison of the LEV and
the attitude strength. This means that to compare equal, two
DULEs must compare equal in both positions. If not equal,
the BULEs posses differing elements. Similar to the P2TLP,
a DULE as well does not necessarily have P(2τ+1) as its first
element and AS as its second element. The reverse order of a
DULE can be regarded as a DULE. But the initial form served
in Definition 5 is retained as structural consistency is necessi-
tated for computingwithDULEs. The product of the LEV and
its associated attitude strength, i.e., NEV

(
P(2τ+1)

)
× AS,

is called the numerical equivalent transformation of a DULE
Ui and denoted by NET(Ui). With all these preexist condi-
tions, the comparison laws for DULEs can be commendably
adapted from that for P2TLPs offered in [11].
Definition 7: Let Ui =

(
P(2τ+1)i ,ASi

)
and Uj =(

P(2τ+1)j ,ASj

)
be two arbitrary DULEs on U

(
S̄
)
. The com-

parison laws between them are defined as follows:
1) if(

NET(Ui) > NET(Uj)
)
∨
((

NET(Ui) = NET(Uj)
)

∧

(
NEV

(
P(2τ+1)i

)
> NEV

(
P(2τ+1)j

)))
,

then Ui � Uj;
2) if(

NET(Ui) < NET(Uj)
)
∨
((

NET(Ui) = NET(Uj)
)

∧

(
NEV

(
P(2τ+1)i

)
< NEV

(
P(2τ+1)j

)))
,

then Ui ≺ Uj;
3) if(
NEV

(
P(2τ+1)i

)
= NEV

(
P(2τ+1)j

))
∧
(
ASi = ASj

)
,

then Ui ∼ Uj.

The condition 3) is guaranteed by that 1S is a one to one
correspondence. In this sense, we have LEV

(
P(2τ+1)i

)
=

LEV
(
P(2τ+1)j

)
from NEV

(
P(2τ+1)i

)
= NEV

(
P(2τ+1)j

)
,

which in combination with ASi = ASj guarantees the equiv-
alence ofUi andUj. A set of DULEs {Ui| i ∈ [n]} on U

(
S̄
)
is

said to be ordered if they are arranged in descending order as
per Definition 6. Thanks to the relations given in Definition 7,
uncertain cases when bothUi precedesUj andUj precedesUi
have been eliminated by antisymmetry. Meanwhile, any pair
of DULEs on U

(
S̄
)
are comparable under the relation in the

sense that the property of ‘‘totality’’ is satisfied. The proposed
comparison laws are implicitly implied with transitivity and
therefore form a strict total ordering of DULEs over U

(
S̄
)
.

Definition 8: Let Ui =
(
P(2τ+1)i ,ASi

)
(i ∈ [n])

be a set of DULEs on U
(
S̄
)
. The aggregation func-

tion for a set of P(2τ+1)i (i ∈ [n]) is feasible for con-
struction with the mapping AggHP : HP(S)n →

HP (S). The aggregation function defined for n DULEs
on U

(
S̄
)
is a mapping AggU : U

(
S̄
)n
→ U

(
S̄
)
called

a DULE-aggregation function that can be expressed as
AggU

((
P(2τ+1)1 ,AS1

)
, · · · ,

(
P(2τ+1)n ,ASn

))
=(

P(2τ+1)Agg ,ASAgg

)
such that

DULE 1: for any (U1, · · · ,Un) ∈ U
(
S̄
)n where i ∈ [n],

AggU
((
P(2τ+1)1 ,AS1

)
, · · · ,

(
P(2τ+1)n ,ASn

))
=

(
AggHP

(
P(2τ+1)1 , · · · ,P(2τ+1)1

)
,ASAgg

)
for ASAgg ∈ [0, 1], which is on par with

AggHP
(
P(2τ+1)1 , · · · ,P(2τ+1)n

)
= PHP

(
AggU

((
P(2τ+1)1 ,AS1

)
, · · · ,

(
P(2τ+1)n ,ASn

)))
,

being independent of ASi where PHP : U
(
S̄
)
→ HP(S).

DULE 2: for any
(
P(2τ+1)1 , · · · ,P(2τ+1)n

)
∈ HP(S)n

where i ∈ [n], the mapping AggAS : [0, 1]
n
→ [0, 1] is

given by

AggAS
(
AS1, · · · ,ASn

)
= PAS

(
AggU

((
P(2τ+1)1 ,AS1

)
, · · · ,

(
P(2τ+1)n ,ASn

)))
,

where PAS : U
(
S̄
)
→ [0, 1].

DULE 3:

AggHP
(
P(2τ+1)1 , · · · ,P(2τ+1)n

)
= AggHP

(
P′(2τ+1)1 , · · · ,P′(2τ+1)n

)
such that

NEV
(
P(2τ+1)i

)
= NEV

(
P′(2τ+1)i

)
for all i ∈ [n].
Theoretical foundations for the definition of DULE-based

aggregation functions can be found in Beliakov et al. [5] and
Mesiar et al. [45].
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C. THE COANG-BASED DSCDM FRAMEWORK
The COANGmodel brings an innovative perspective to scru-
tinize the internal information structure of DSCDM in the use
of component analysis. With the aspect-oriented inclusion of
attitude orientation and attitude strength, semantic analysis
is commendably feasible and productive through the imple-
mentation of COANG model. A plethora of useful conclu-
sions can be obtained by accomplishing the tasks of semantic
classification and opinion significance determination. In the
section, we build a novel DSCDM framework on the basis of
the COANGmodel. Thanks to the CIS, semantic components
of COANG model can thus determine how participants feel
about a specific alternative by presenting their attitude orien-
tation and attitude strength. Themanagement of the COANG-
based DSCDM process follows the necessary steps detailed
below to carry out the discussions.

• Basic components of COANG-based DSCDM: The
COANG-based CDM algorithms are characterized by
several instrumental features including the alternative-
criterion description, the enumeration of participants,
and the appraisals of each alternative-criterion object in
the manifestation of GCLEs. To facilitate the descrip-
tion of the proposed framework of COANG-based
DSCDM, the alternatives and criteria considered in
this study are denoted by A = {a1, a2, · · · , aM } and
C = {c1, c2, · · · , cN }. In addition, the participants in
DSCDM are denoted by P = {p1, p2, · · · , pH } and the
decision appraisals toward each alternative-criterion pair(
ai, cj

)
from participants are manifested by Gkij , which

means that the k-th participant holds the opinion Gkij
toward the alternative-criterion pair

(
ai, cj

)
.

• Domain-specific appraisal modeling: The individual
semantics associated with every single appraisal can be
obtained via modeling their PLC and the attached SPI
based on the selection of apt PCC-based optimization
models. In practice, the SPI is provided by the par-
ticipants in the form of mixture orderings of HFLTS
possibilities. The quality of the submitted information is
considerably subject to the cognitive modes that the par-
ticipants essentially follow. The cognitive psychology
recognizes two principal cognitive models. The uncon-
scious or instinctive cognitive model suggests that a par-
ticipant has little cognitive load and performs best when
the prompt action is required, and the conscious or delib-
erative cognitive model that involves rational apparatus
and has a higher cognitive amount taking into consid-
eration the time for deliberation is available, and exten-
sive analysis and contextual knowledge is requisite [41].
The attitude orientation and attitude strength discovered
from individual semantics building for GCLEs are easy
to detect as they register as a personal reflection of
participants’ cognitive styles.

• The COANG-based DSCDM: The COANG-based
DSCDM framework is proposed to accomplish sev-
eral tasks to satisfy heterogeneous demands in practical

applications. It is essentially developed to answer the
following instrumental questions:
a) How to discover potential defective features in can-
didate alternatives to guide alternative designers to
improve certain aspects, upon the determination of the
best alternative?
b) How to detect the attitude change and recognize the
influence paradigm in terms of the specific feature?
c) How to select the best alternative taking simultane-
ously into account the decision appraisal values as well
as several attitude-related aspects?

— Opinion gathering on criterion level.
The pooling of participants’ opinions toward each
alternative-criterion pair in accordance with the follow-
ing:

Cij = AggU
(
G1
ij, · · · ,G

H
ij

)
=

∑
k∈[H ]

〈
Pkij,ASk

ij

〉

=

〈∑
k∈[H ]

pijk−τ , · · · ,
∑
k∈[H ]

pijkl , · · · ,
∑
k∈[H ]

pijkτ

 ,
∑

k∈[H ]
asijk

∑
l∈bτc

pijkl s
ijk
l

H −
∑

k∈[H ]
asijk +

∑
k∈[H ]

asijk
∑
l∈bτc

pijkl s
ijk
l

〉
. (1)

which is a mapping U
(
S̄
)H
→ U

(
S̄
)
that satisfying

the three properties offered in Definition 8 that could be
supported by the proof descriptions given below.
DULE 1: For any

(
G1
ij, · · · ,G

H
ij

)
∈ U

(
S̄
)H where i ∈

[M ], j ∈ [N ],

AggHP
(
P1ij, · · · ,P

H
ij

)
= PHP

(
G1
ij, · · · ,G

H
ij

)
,

being independent of ASk
ij.

DULE 2: For any
(
P1ij, · · · ,P

H
ij

)
∈ HP(S)H where i ∈

[M ], j ∈ [N ],

AggAS
(
AS1

ij, · · · ,ASH
ij

)
= PAS

(
AggU

(
G1
ij, · · · ,G

H
ij

))
.

DULE 3: It is clear that AggHP
(
P1ij, · · · ,P

H
ij

)
=

AggHP
(
P′1ij, · · · ,P

′H
ij

)
such that NEV

(
Pkij
)
=

NEV
(
P′kij
)
for all k ∈ [H ].

Inspired by [15], position searching in terms of a spe-
cific criterion Cj follows strictly the dominating cardi-
nality function P i

g =
{
Cj
∣∣Cij � Cig, j ∈ [N ]

}
, which

denotes the set of the criteria whose decision appraisal
values are greater than that of the criterion Cig. Given

that #
(
P i
g

)
= 0, we are entirely guaranteed for

sure that Cig = Max
{
Ci1, · · · ,Cij, · · · ,CiN

}
, and in

the case of #
(
P i
g

)
= N − 1, we directly obtain
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Cig = Min
{
Ci1, · · · ,Cij, · · · ,CiN

}
. The position rank-

ing function for criteria Cj(j ∈ [N ]) can be defined as

Ri
g = #

({
Cj
∣∣Cij � Cig, j ∈ [N ]

})
+ 1,

from which we can subsequently obtain the following
results:
a) if Cj � Ch ⇔ Ri

j < Ri
h for i ∈ [M ] and j, h ∈ [N ],

then we have Cj � Ch ⇔ Cij < Cih;
b) if Cj � Ch ⇔ Ri

j ≥ Ri
h for i ∈ [M ] and j, h ∈ [N ],

then we have Cj � Ch ⇔ Cij ≤ Cih.
The prioritization of criteria considered on participant
level is meant to provide additional information to assist
decision-makers in differentiating the significance of
different criteria in respect of each alternative. Because
of the inclusion of attitude strength, it has more prac-
tical implications in real-world applications. Take new
product development for example, as indicated by the
QFD (Quality FunctionDeployment) model, the product
attributes should be translated into engineering features
when product development decisions are made. More
than that, the prioritization of the product attributes can
tell product designers which features significantly affect
the customer utility and how much the customer util-
ity would be improved and how their attitudes would
potentially change if the specific attribute were devel-
oped. In this sense, the COANG-based criterion analysis
can easily supplement the product design decision pro-
cess, or cooperate with other requirement measurement
methods.

— Opinion gathering on alternative level.
The task of opinion gathering on alternative level is
essentially to construct multi-criteria decision rule. The
pooling of participants’ opinions toward each alternative
follows

Ai

=

∑
k∈[H ]

∑
j∈[N ]

〈
Pkij,OSk

ij

〉
=

〈(∑
k∈[H ]

∑
j∈[N ]

pijk−τ ,· · ·,
∑
k∈[H ]

∑
j∈[N ]

pijkl ,· · ·,
∑
k∈[H ]

∑
j∈[N ]

pijkτ

)
,

∑
k∈[H ]

∑
j∈[N ]

osijk
∑
l∈bτc

pijkl s
ijk
l

N+H−
∑

k∈[H ]

∑
j∈[N ]

osijk+
∑

k∈[H ]

∑
j∈[N ]

osijk
∑
l∈bτc

pijkl s
ijk
l

〉
.

(2)

The dominating cardinality function

De = {Ai|Ai > Ae, i ∈ [M ]},

which denotes the set of the alternatives whose collective
appraisal values are greater than that of Ag.
In particular, assigning # (De) with zero obtains Ag =

Max {A1, · · · ,Ai, · · · ,AM }, and letting # (De) with
M − 1 infers Ag = Min

{
Ai1, · · · ,Aij, · · · ,AiN

}
. The

position ranking function for alternatives Ai(i ∈ [M ])
can be defined as

Re = # ({Ai|Ai > Ae, i ∈ [M ]})+ 1,

from which the following rules can be generated:
a) if Ai � Af ⇔ Ri < Rf for i ∈ [M ], then we have
Ai � Af ⇔ Ai < Af ;
b) if Ai � Af ⇔ Ri ≥ Rf for i ∈ [M ], then we have
Ai � Af ⇔ Ai ≤ Af .

V. REAL-LIFE HEALTHCARE CASE STUDY
Schizophrenia is one of the most important public health
problems in the world. A survey by the World Health Orga-
nization ranks schizophrenia among the top ten illnesses that
contribute to the global burden of disease. Because of its early
age of onset and its subsequent tendency to persists chroni-
cally, often at significant levels of severity, it produces great
suffering for patients and also for their family members. It is
also a relatively common illness. Although estimates of rates
in the general population vary, it appears to affect from 0.5%
to 1% of people worldwide [1]. Some of its symptoms, such
as delusions and hallucinations, produce great subjective psy-
chological pain. Other facets of the illness produce impaired
dysfunction as well, such as cognitive function degradation.
Furthermore, it is an illness that affects the essence of a
person’s identity, the most complex function that the brain
mediates. It affects the ability to think clearly, to experience
emotions, to read social situations and to have normal inter-
personal relationships, and to interpret past experiences and
plan for the future.

The concept of schizophrenia as a disorder entity as
described by Kraepelin and Bleuler has been badly compro-
mised by evidence that schizophrenia syndrome may com-
prise a number of specific entities [65]. The diagnostic cri-
teria DSM-5 used currently can be considered provisional
constructs with some face validity. However, for clinical pur-
poses and based on epidemiological data, many researches
support the clinical usefulness of psychopathological dimen-
sions [65]. Therefore, there are some studies showing a con-
tinuous distribution of psychosis-like symptoms and even of
dimensions of positive, negative, and general psychopathol-
ogy [31]. Actually, Positive and Negative Syndrome Scale
(PANSS) is one of psychotic assessments which are based
on the dimensions of symptoms and widely used in clinical
evaluation. PANSS (See Table 1) is a standard well-defined
instrument for positive-negative symptom ratings that can be
applied in relatively brief time and can be used repeatedly for
longitudinal severity assessment [49]. It is developed on the
basis of a seven-granularity LTS:

S

=


s−3 = Minimal (Min) , s−2 = Mild(Mil),
s−1 = Mild-Moderate(MM), s0 = Moderate(Mod),
s1 = Moderate-Severe(MS), s2 = Severe(S),
s3 = Extreme(E)

.
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TABLE 1. PANSS ratings on the three patients offered by visiting staff one.

It is common to put forward and discuss a clinical case in a
conference which can be beneficial to produce a sophisticated
treatment plan. Initially, residents will pick up patients who
present complex symptoms in inpatient wards or outpatient
departments. Afterwards, two visiting staffs participate in

the case conference and are in charge of the disposition of
the case. Apart from that, clinical psychologists who per-
form professional clinical assessments and therapy and social
workers who provide family information and social support
for patients also take part in the discussion. During the case
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TABLE 2. Clinical symptoms of three cases [18].

conference, confirming the severity of the patient is a vital
step which will influence the whole treatment plan.

Here, there are three cases (P1, P2, P3) (see Table 2) come
from Department of psychiatry, Kaohsiung Medical Univer-
sity Chung-HoMemorial Hospital in Taiwan. They described
bizarre symptoms and behaviors list in Table 2. All the symp-
toms have lasted more than 6 months. Three psychiatrists
including two visiting staffs (E1, E2) and one resident (E3),
who are all male by the way, will use PANSS to evaluate the
severity of positive and negative symptoms. Therefore, based
on the ratings, they can be figure out the suitable priority and
further treatment protocols. The assessment outcomes can be
observed from Tables 3-5. It should be noted that, due to the
fact that taking advantage of the self-administrative assess-
ment results from real clinical cases will substantially violate
their privacy and legal rights, our research constructs all the
severity evaluations largely based on the clinical experience,
research articles and case studies [18].

The basic components of the COANG-based DSCDM in
the context of severity check for the three patients from
the three psychiatrists have been shaped by the aspects of
the entire descriptions brought up in the application back-
ground. Provided Tables 3-5 from the two visiting staffs
and the resident we can kick-start the translation process
from the current GCLE evaluations into HFLTS possibility
distributions, and then from HFLTS possibility distributions
into DULE assessment representations that reflect attitude
strength. The transformed data set is of massive scale, and
therefore, we will present it in the supplementary files. The
similarity measure-based generation approachwas adopted in
a bid to translate the GCLE evaluations into HFLTS possibil-
ity distributions, and the results are provided as Tables 9-11
in the supplementary file of this paper, which kick off the
construction of domain-specific appraisal modeling. It should
be pointed out that the similarity measure-based generation
approach was deemed diffusely as a feasible option as it
solves the cold-start problem while generating initial HFLTS

possibility distributions modeling the individual semantics.
The consecutive information transition process converting
HFLTS possibility distributions into DULE assessment rep-
resentations can be accomplished in the use of the OWA-
based approach to generating attitudinal HFLTS possibility
distributions. The attitudinal character function introduced
into the OWA theory models simultaneously both the attitude
orientation and attitude strength. The results with DULE
assessment representations are provided as Tables 12-14 in
the supplementary file.

The follow-up operation of the proposed COANG-based
DSCDM requires the three psychiatrists to be invited to reex-
amine their PANSS assessments along with the transformed
PLC. The heterogeneous SPI given by the three psychiatrists
serves as a useful indicator of their domain specificity in
the diagnosis of schizophrenia as well as enhances signif-
icantly the quality and reliability of the subjective decision
appraisals.

The visiting staff one had a second thought of several
PANSS assessments and offered several additional infor-
mation for their SPI generated by the similarity measure-
based generation approach. Regarding the assessments on
symptom-patient pairs (PS4,P3), (NS7,P3), (GPS9,P3),
the visiting staff one confirmed that the previous PLCs are
those he showed reservations towards before but would like to
contribute to its accuracy enhancement with more specifica-
tions. The modified SPI as per the request from visiting staff
one for (PS4,P3) is supposed to be constrained by that the
possibilities for s−2 and s−1 exhibit a difference of 0.1, and
the possibility for s−1 is 1.2 times that for s0. The modified
SPI for (NS7,P3) is constrained by that the possibility differ-
ence between s−3 and s−2 is greater than that between s−2 and
s−1 and the possibilities for them decrease across the increas-
ing subscripts for these linguistic terms. In addition, the mod-
ified SPI for (GPS9,P3) restricts itself to the constraint that
the possibility difference between s−1 and s1 is between
0.05 and 0.1, excluding 0.05 and 0.1. It has been pointed
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TABLE 3. Severity check for the three patients conducted by the visiting staff one.

out in our previous research that the disparate psychological
states are predicated through their responsive expressions
with measurable Attitudinal Character values. Presumptions
are as well made here for the attitudinal characteristics of

visiting staff one, which is that he leans toward optimism
pessimism with orness(E1) = 0.9 when providing update
to (PS4,P3) and leans in the direction of pessimism with
orness(Exp1) = 0.1 when providing the rest. The following
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SPI-based optimization models with the goal of maximizing
the cognitive consistency among individuals are built in a bid
to facilitate the domain specific appraisal modeling.

The SPI optimization model built for (PS4,P3) as per E1’s
request is as follows:

Max
1
2

1−

∑7
i=1

(
pi − P̄43

) (
p′i − P̄

′

43

)√∑7
i=1

(
pi − P̄43

)2√∑7
i=1

(
p′i − P̄

′

43

)2


s.t.



1
6
p′2 +

1
3
p′3 +

1
2
p′4 = 0.7

p′2 − p
′
3 ≥ 0.1

p′3 = 1.2p′4∑7

i=1
p′i = 1

p′i ∈ [0.05, 1] for i = 1, 2, 3, 4

The SPI optimization model built for (NS7,P3) as per E1’s
request is as follows:

Max
1
2

1−

∑7
i=1

(
pi − P̄73

) (
p′i − P̄

′

73

)√∑7
i=1

(
pi − P̄73

)2√∑7
i=1

(
p′i − P̄

′

73

)2


s.t.



1
6
p′2 +

1
3
p′3 +

1
2
p′4 = 0.3

p′1−p
′
2 > p′2−p

′
3 ≥ 0∑7

i=1
p′i = 1

p′i ∈ [0.05, 1] for i = 1, 2, 3, 4

The SPI optimization model built for (GPS9,P3) as per
E1’s request is as follows:

Max
1
2

1−

∑7
i=1

(
pi − P̄93

) (
p′i − P̄

′

93

)√∑7
i=1

(
pi − P̄93

)2√∑7
i=1

(
p′i − P̄

′

93

)2


s.t.



1
6
p′2 +

1
3
p′3 +

1
2
p′4 +

2
3
p′5 = 0.3

0.05 < p′3 − p
′
5 < 0.1∑7

i=1
p′i = 1

p′i ∈ [0.05, 1] for i = 1, 2, · · · , 5

It should be pointed out that P̄43, P̄73, and P̄93 are possi-
bility distributions for the PANSS assessments in the man-
ifestation of HFLTS transformed from GCLEs. In addition,
the visiting staff two E2 confirmed that he urged no further
modification to his original PANSS assessments. The resi-
dent E3, however, made the request to cement his previous
assessments on symptom-patient pairs including (PS5,P3)
and (NS2,P2). The modified SPI for (PS5,P3) was placed
a restriction from E3 that the possibility difference between
s0 is between 0.1 and 0.3, excluding 0.1 and 0.3. Two con-
straints were set for the modified SPI for (NS2,P2), which
are that the possibility for s−3 is smaller than that for s1 and
the possibility difference between s−1 and s0, showing that
superior of s−1, is greater than or equal to 0.03. Presumptions
are as well made here for the attitudinal characteristics of
the resident, which is that he leans toward pessimism with

orness(E3) = 0.4 with regards to these two modifications.
Likewise, the following SPI-based optimization models can
be built.
The SPI optimization model built for (PS5,P3) as per E3’s

request is as follows:

Max
1
2

1−

∑7
i=1

(
pi − P̄53

) (
p′i − P̄

′

53

)√∑7
i=1

(
pi − P̄53

)2√∑7
i=1

(
p′i − P̄

′

53

)2


s.t.



1
6
p′2 +

1
3
p′3 +

1
2
p′4 = 0.3

0.1 < p′4 < 0.3∑7

i=1
p′i = 1

p′i ∈ [0.05, 1] for i = 1, 2, 3, 4

The SPI optimization model built for (NS2,P2) as per E3’s
request is as follows:

Max
1
2

1−

∑4
i=1

(
pi − P̄22

) (
p′i − P̄

′

22

)√∑4
i=1

(
pi − P̄22

)2√∑4
i=1

(
p′i − P̄

′

22

)2


s.t.



1
6
p′2 +

1
3
p′3 +

1
2
p′4 = 0.3

p′3 ≤ p
′
4∑4

i=1
p′i = 1

p′i ∈ [0.05, 1] for i = 1, 2, 3, 4

The DULE assessment representations with all these
updates made are provided as Tables 15-17 in the supple-
mentary file. Eventually, the implementation of the proposed
COANG-based DSCDM can be set forth as two successive
opinion-gathering processes at different levels. The whole
landscape of the computational treatment on the basis of our
approach will be pictured in our ensuing descriptions in an
attempt to integrate the collective wisdom of the three psy-
chiatrists into the severity evaluation framework. The opinion
gathering process initiates on the symptom level and produces
the collective assessments for each patient from the three
psychiatrists, which are given in Table 6. It ends on the patient
level and suggests that the overall severity check results for
patients P1, P2, and P3 are

A1 =

〈(
0.4164, 0.2136, 0.2478, 0.0352,

0.0304, 0.0269, 0.0297

)
, 0.4838

〉
,

A2 =

〈(
0.4764, 0.2755, 0.1576, 0.0917,
0.0000, 0.0000, 0.0000

)
, 0.2151

〉
,

A3 =

〈(
0.2133, 0.2513, 0.2118, 0.1027,
0.0917, 0.0630, 0.0662

)
, 0.7906

〉
.

The information equivalences of A1, A2, and A3 man-
ifested by linguistic 2-tuples associated with attitude
strength are 〈(s−2, 0.25), 0.4838〉, 〈(s−2,−0.13), 0.2151〉,
and 〈(s−1, 0.06), 0.7906〉. The diagnostic conclusion reached
in the use of the proposed COANG-based decision support
model suggests that patient three got a higher severity degree
than patient one and, more than that, they are both at a
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TABLE 4. Severity check for the three patients conducted by the visiting staff two.

more concerned status than patient two. The overall severity
check results assist the group of psychiatrists attending the
case conference in figuring out the suitable priorities among
the patients and furthering treatment protocols for each of

them. The case conference created the protocols following
certain clinical guidelines on the treatment of Schizophrenia,
which can be seen from Figure 3 and Table 7. As for patient
three, the degree of severity was rated algorithmically by
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TABLE 5. Severity check for the three patients conducted by the Resident.

the collective wisdom of the psychiatrist group as Mild-
Moderate, according to which they offered the treatment
advice of moderate dosage psychopharmacology, mid-term
psychological therapy, and mid-term social work follow-up.

The patients one and two shared a relatively low severity sta-
tus, Mild, and therefore, were offered the treatment advice of
low dosage psychopharmacology, short-term psychological
therapy, and short-term social work follow-up.
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TABLE 6. Opinion gathering on symptom level.

FIGURE 3. Primary treatment advices based on symptoms severity.

VI. DISCUSSION
The CDM has been deemed as a process of gathering a set
of participants in a bid to extract their individual knowledge
towards certain objects being evaluated. There is no theoret-
ical ground that it could exclude the attitudinal dimension
of opinion delivering without losing a certain amount of
information that matters. In an effort to get rid of the pre-
conceived idea created following the traditional view solidly
built in CDM practice citing existing studies, this paper has
revisited opinion structures embedded in the DSCDM from
the perspective of component analysis acknowledging the
domain-specific expertise that uses individual semantics as
a connotative manifestation. The purpose of this paper is to
offer the chance of enhancing domain-specific appraisal mod-
eling by proposing multiple PCC-based optimization models
serving for the determination of SPI that governs the semantic
implications of distinct PLCs.

The proposal of COANG model proceeds to provide auto-
matic tools able to extract subjective information from deci-
sion appraisals in DSCDM, such as attitude orientation and

attitude strength, to create structured and actionable knowl-
edge aiming at introducing more specifications of decision
appraisals. The DULE then bridges the gap between the
domain-specific appraisals and the decomposing structure of
the COANG model. With the comparison rules and aggrega-
tion paradigm developed for DULE, the novel COANG-based
DSCDM framework was constructed in order to harness the
explosion of digital data with semantical distinctions and
computational power with advanced algorithms to enable
collaborative and natural interactions between people and
machines that extend the abilities of decision support systems
to sense, learn, and understand participants individually and
holistically. The research infuses individual opinion represen-
tation, domain-specific appraisal modeling, and the COANG
model with the ability to evaluate, reason, analyze, and per-
form with humanlike decision-making skill and agility.

The illustrative application of the proposedmethodological
development to severity check and treating priority identifica-
tion in the context of psychological disease diagnosis has ver-
ified its feasibility and effectiveness. Clinical psychological
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TABLE 7. Therapies for schizophrenia [13].
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TABLE 8. Opinion gathering on symptom level.

practice suggests that linguistic evaluations have been dif-
fusely used to measure the symptom servility degrees, which
forms the theoretical ground for the formation of the diag-
nostic criteria DSM-5 [1]. Extracting useful diagnostic clues
from the estimation of explicit servility status for each patient
in a bid to facilitate accurate clinical diagnostic experiences
requires psychiatrists’ domain knowledge acquired through
years of systematic study and clinical training. The COANG-
based DSCDM framework provides the potential of automat-
ing or at least aiding such efforts as it contributes an innova-
tive paradigm to the in-depth understanding of psychiatrists’
reasoning processes and their use of domain knowledge.
The comparison of COANG-based DSCDM framework with
other methodologies and approaches based on DULE are not
available at the current stage as this is, as far as we know,
the first paper attempting at developing DULE-based linguis-
tic computational techniques. However, making comparisons
for DULE-based models by including whether or not the SPI
provided by the three psychiatrists remains feasible. With
the SPI excluded the opinion gathering process initiating on
the symptom level produces the collective assessments for
each patient from the three psychiatrists, which are given
in Table 8. It as well ends on the patient level and suggests
that the overall severity check results for patients P1, P2, and
P3 are 〈(

0.4164, 0.2136, 0.2478, 0.0352,
0.0304, 0.0269, 0.0297

)
, 0.4838

〉
,〈(

0.4766, 0.2774, 0.1601, 0.0870,
0.0000, 0.0000, 0.0000

)
, 0.2103

〉
,〈(

0.2106, 0.2544, 0.2119, 0.1056,
0.0940, 0.0618, 0.0618

)
, 0.7867

〉
.

The information equivalences of A1, A2, and A3 man-
ifested by linguistic 2-tuples associated with attitude
strength are 〈(s−2, 0.25), 0.4838〉, 〈(s−2,−0.15), 0.2151〉,
and 〈(s−1, 0.05), 0.7906〉. The diagnostic conclusion reached
in this case is simply the same to the previous one where the
patient three got a higher severity degree than patient one,
and they are both at a more concerned status than patient
two. The slight modification to certain SPI in accordance
with their heterogeneous requirements produces accuracy-
oriented changes in the aggregation of DULE assessments.
More insightful observations can be anticipated in our
future work as more DULE-based linguistic computational

techniques are expected to be developed in the use of estab-
lished decision-making theoretical frameworks.

VII. CONCLUSIONS
DSCDM nowadays has gained increasing attention from
the academic world as the emergence of decision experts
involved in complicated CDM comes along with diversify-
ing backgrounds reflecting their domain-specific expertise.
The existing DSCDM methods fail to process participants’
knowledge by shifting the existing paradigm into the recog-
nition of the opinion structure. This undesired feature neces-
sitates advanced DSCDMmethods able to deal with potential
challenges in practical applications. Suggested in this paper
is a COANG-based DSCDM framework consisting of the
domain-specific appraisal modeling and the COANG model
tailored to DSCMD with GCLEs.

Our contributions in this research paper show that:
1) An effective domain-specific appraisal modeling based

on CIS building on heterogeneous SPI facilitates the
capture and visualization of the cognition process of
human beings.

2) The SPI-based optimization models developed facili-
tate maximizing the cognitive consistency among indi-
viduals in the domain-specific appraisal modeling.

3) The COANG-based DSCDM model introduced in this
paper can classify subjective appraisals with different
attitude orientations and group attitude detection with
distinct attitude strength.

4) The application of the COANG-based DSCDM
framework into real-world problems provides impor-
tant improvements in supporting decisions through
knowledge-intensive computer-based solutions that
ultimately support and improve the performance.

In the future, the research and tools that result from this
study and their advancements are expected to be woven into
existing and new software embedded with clinical decision
support systems.

REFERENCES
[1] Diagnostic and Statistical Manual of Mental Disorders (DSM-5),

Amer. Psychiatric Assoc., Philadelphia, PA, USA, 2013, pp. 87–122.
[2] G. Bordogna, M. Fedrizzi, and G. Pasi, ‘‘A linguistic modeling of consen-

sus in group decisionmaking based onOWAoperators,’’ IEEE Trans. Syst.,
Man, Cybern. A, Syst., Humans, vol. 27, no. 1, pp. 126–133, Jan. 1997.

[3] J. S. Beck, Cognitive Behavior Therapy. New York, NY, USA: Guilford
Press, 2011.

VOLUME 6, 2018 78825



Z.-S. Chen et al.: Individual Semantics Building for HFLTS Possibility Distribution With Applications in DSCDM

[4] H. Bustince et al., ‘‘A historical account of types of fuzzy sets and their
relationships,’’ IEEE Trans. Fuzzy Syst., vol. 24, no. 1, pp. 179–194,
Feb. 2016.

[5] G. Beliakov, H. B. Sola, and T. C. Sánchez, A Practical Guide to Averaging
Functions. Basel, Switzerland: Springer, 2015.

[6] O. Cordón and F. Herrera, ‘‘A proposal for improving the accuracy of
linguistic modeling,’’ IEEE Trans. Fuzzy Syst., vol. 8, no. 3, pp. 335–344,
Jun. 2000.

[7] S.-M. Chen and J.-A. Hong, ‘‘Multicriteria linguistic decision making
based on hesitant fuzzy linguistic term sets and the aggregation of fuzzy
sets,’’ Inf. Sci., vol. 286, pp. 63–74, Dec. 2014.

[8] Z.-S. Chen, K.-S. Chin, Y.-L. Li, and Y. Yang, ‘‘Proportional hesitant fuzzy
linguistic term set for multiple criteria group decision making,’’ Inf. Sci.,
vol. 357, pp. 61–87, Aug. 2016.

[9] Z.-S. Chen, K.-S. Chin, N.-Y. Mu, S.-H. Xiong, J.-P. Chang, and Y. Yang,
‘‘Generating HFLTS possibility distribution with an embedded assessing
attitude,’’ Inf. Sci., vols. 394–395, pp. 141–166, Jul. 2017.

[10] Z.-S. Chen, K.-S. Chin, L.Martínez, and K.-L. Tsui, ‘‘Customizing seman-
tics for individuals with attitudinal HFLTS possibility distributions,’’ IEEE
Trans. Fuzzy Syst., vol. 26, no. 6, pp. 3452–3466, Dec. 2018.

[11] Z.-S. Chen, L. Martínez, K.-S. Chin, and K.-L. Tsui, ‘‘Two-stage aggrega-
tion paradigm for HFLTS possibility distributions: A hierarchical cluster-
ing perspective,’’ Expert Syst. Appl., vol. 104, pp. 43–66, Aug. 2018.

[12] V. Coban and S. Ç. Onar, ‘‘Analysis of solar energy generation capacity
using hesitant fuzzy cognitive maps,’’ Int. J. Comput. Intell. Syst., vol. 10,
no. 1, pp. 1149–1167, 2017.

[13] G. C. Davison, J. M. Neale, and A. Kring, Abnormal Psychology, 9th ed.
Hoboken, NJ, USA: Wiley, 2003, pp. 318–335.

[14] M. Delgado, J. L. Verdegay, and M. A. Vila, ‘‘On aggregation operations
of linguistic labels,’’ Int. J. Intell. Syst., vol. 8, no. 3, pp. 351–370, 1993.

[15] Y. Dong, Y. Liu, H. Liang, F. Chiclana, and E. Herrera-Viedma, ‘‘Strate-
gic weight manipulation in multiple attribute decision making,’’ Omega,
vol. 75, pp. 154–164, Mar. 2018.

[16] A. Ellis, Reason and Emotion in Psychotherapy. New York, NY, USA:
Stuart, 1962.

[17] J. L. García-Lapresta and D. Pérez-Román, ‘‘Consensus-based cluster-
ing under hesitant qualitative assessments,’’ Fuzzy Sets Syst., vol. 292,
pp. 261–273, Jun. 2016.

[18] M. F. Green, Schizophrenia Revealed: From Neurons to Social Interac-
tions. New York, NY, USA: Norton, 2001, pp. 20–27.

[19] E. Herrera-Viedma, L. Martínez, F. Mata, and F. Chiclana, ‘‘A consensus
support system model for group decision-making problems with multi-
granular linguistic preference relations,’’ IEEE Trans. Fuzzy Syst., vol. 13,
no. 5, pp. 644–658, Oct. 2005.

[20] F. Herrera and L. Martínez, ‘‘A 2-tuple fuzzy linguistic representation
model for computing with words,’’ IEEE Trans. Fuzzy Syst., vol. 8, no. 6,
pp. 746–752, Dec. 2000.

[21] F. Herrera and L. Martínez, ‘‘A model based on linguistic 2-tuples for
dealing with multigranular hierarchical linguistic contexts in multi-expert
decision-making,’’ IEEE Trans. Syst. Man, Cybern. B, Cybern., vol. 31,
no. 2, pp. 227–234, Apr. 2001.

[22] F. Herrera, S. Alonso, F. Chiclana, and E. Herrera-Viedma, ‘‘Computing
with words in decision making: Foundations, trends and prospects,’’ Fuzzy
Optim. Decis. Making, vol. 8, no. 4, pp. 337–364, 2009.

[23] J. D. Herbert and E. M. Forman, ‘‘Mindfulness and acceptance tech-
niques,’’ in The Wiley Handbook of Cognitive Behavioral Therapy.
Hoboken, NJ, USA: Wiley, 2013, pp. 1–26.

[24] B. Hjørland and H. Albrechtsen, ‘‘Toward a new horizon in informa-
tion science: Domain-analysis,’’ J. Amer. Soc. Inf. Sci., vol. 46, no. 6,
pp. 400–425, 1995.

[25] S. C. Hayes, ‘‘Acceptance and commitment therapy, relational frame the-
ory, and the third wave of behavioral and cognitive therapies,’’ Behav.
Therapy, vol. 35, no. 4, pp. 639–665, 2004.

[26] N. Jindal and B. Liu, ‘‘Mining comparative sentences and relations,’’ in
Proc. 21st Nat. Conf. Artif. Intell. (AAAI), Boston, MA, USA, vol. 2,
Jul. 2006, pp. 1331–1336.

[27] L. S. Jin, R. Mesiar, S. Borkotokey, and M. Kalina, ‘‘Certainty aggregation
and the certainty fuzzy measures,’’ Int. J. Intell. Syst., vol. 33, no. 4,
pp. 759–770, 2018.

[28] L. Jin and G. Qian, ‘‘OWA generation function and some adjustment
methods for OWA operators with application,’’ IEEE Trans. Fuzzy Syst.,
vol. 24, no. 1, pp. 168–178, Feb. 2016.

[29] J. Jin, P. Ji, and R. Gu, ‘‘Identifying comparative customer requirements
from product online reviews for competitor analysis,’’ Eng. Appl. Artif.
Intell., vol. 49, pp. 61–73, Mar. 2016.

[30] A. Kozierkiewicz-Hetmańska, ‘‘The analysis of expert opinions’ consen-
sus quality,’’ Inf. Fusion, vol. 34, pp. 80–86, Mar. 2017.

[31] S. R. Kay, A. Fiszbein, and L. A. Opler, ‘‘The positive and negative
syndrome scale (PANSS) for schizophrenia,’’ Schizophrenia Bull., vol. 13,
no. 2, pp. 261–276, 1987.

[32] P. C. Kendall and L. Braswell,Cognitive-Behavioral Therapy for Impulsive
Children. New York, NY, USA: Guilford Press, 1993.

[33] J. Kacprzyk and S. Zadrożny, ‘‘Computing with words in intelligent
database querying: Standalone and Internet-based applications,’’ Inf. Sci.,
vol. 134, nos. 1–4, pp. 71–109, 2001.

[34] M. Linehan, Cognitive-Behavioral Treatment of Borderline Personality
Disorder. New York, NY, USA: Guilford Press, 1993.

[35] H. B. Liu, L. Jiang, and L. Martínez, ‘‘A dynamic multi-criteria decision
makingmodel with bipolar linguistic term sets,’’Expert Syst. Appl., vol. 95,
pp. 104–112, Apr. 2018.

[36] H. Liu and R. M. Rodríguez, ‘‘A fuzzy envelope for hesitant fuzzy linguis-
tic term set and its application to multicriteria decision making,’’ Inf. Sci.,
vol. 258, pp. 220–238, Feb. 2014.

[37] Y. Liu, J. Liu, and Z. Hong, ‘‘Amultiple attribute decisionmaking approach
based on new similarity measures of interval-valued hesitant fuzzy sets,’’
Int. J. Comput. Intell. Syst., vol. 11, no. 1, pp. 15–32, 2018.

[38] J. Lu, G.-Q. Zhang, D. Ruan, and F. Wu, Multi-Objective Group Decision
Making: Methods Software and Applications With Fuzzy Set Techniques.
London, U.K.: Imperial College Press, 2007.

[39] H. C. Liao, Complex Fuzzy Multiattribute Decision Making: Theories
Methods. Beijing, China: Beijing Science Press, 2016.

[40] C.-C. Li, Y. Dong, F. Herrera, E. Herrera-Viedma, and L. Martínez, ‘‘Per-
sonalized individual semantics in computing with words for supporting lin-
guistic group decision making,’’ Inf. Fusion, vol. 33, pp. 29–40, Jan. 2017.

[41] Z. Li, J. Xu, B. Lev, and J. Gang, ‘‘Multi-criteria group individual research
output evaluation based on context-free grammar judgments with assessing
attitude,’’ Omega, vol. 57, pp. 282–293, Dec. 2015.

[42] L. L. Martínez, R. M. Rodríguez, and F. Herrera, The 2-Tuple Linguistic
Model: Computing With Words in Decision Making. New York, NY, USA:
Springer, 2015.

[43] L. Martínez, D. Ruan, and F. Herrera, ‘‘Computing with words in decision
support systems: An overview onmodels and applications,’’ Int. J. Comput.
Intell. Syst., vol. 3, no. 4, pp. 382–395, 2010.

[44] L. Martínez and F. Herrera, ‘‘An overview on the 2-tuple linguistic model
for computingwithwords in decisionmaking: Extensions, applications and
challenges,’’ Inf. Sci., vol. 207, pp. 1–18, Nov. 2012.

[45] R. Mesiar, S. Borkotokey, L. Jin, and M. Kalina, ‘‘Aggregation under
uncertainty,’’ IEEE Trans. Fuzzy Syst., vol. 26, no. 4, pp. 2475–2478,
Aug. 2018.

[46] G. Lindzey and E. Aronson, ‘‘Attitudes and attitude change,’’ inHandbook
of Social Psychology: Special Fields and Applications, vol. 2. New York,
NY, USA: Random House, 1985, pp. 233–346.

[47] J. A. Morente-Molinera, G. Kou, Y. Peng, C. Torres-Albero, and
E. Herrera-Viedma, ‘‘Analysing discussions in social networks using group
decision making methods and sentiment analysis,’’ Inf. Sci., vol. 447,
pp. 157–168, Jun. 2018.

[48] R. Montes, A. M. Sanchez, P. Villar, and F. Herrera, ‘‘Teranga Go!: Car-
pooling collaborative consumption community with multi-criteria hesitant
fuzzy linguistic term set opinions to build confidence and trust,’’ Appl. Soft
Comput., vol. 67, pp. 941–952, Jun. 2018.

[49] L. A. Opler, M. G. Opler, and D. Malaspina, ‘‘Reducing guesswork in
schizophrenia treatment PANSS can target and gauge therapy, predict
outcomes in clinical practice,’’ Current Psychiatry, vol. 5, no. 9, p. 76,
2006.

[50] T. F. Oltmanns and R. E. Emery, ‘‘Abnormal Psychology, 8th ed. London,
U.K.: Pearson Education, 2015, pp. 73–94.

[51] W. Pedrycz and K.-C. Kwak, ‘‘Linguistic models as a framework of
user-centric system modeling,’’ IEEE Trans. Syst., Man, Cybern. A, Syst.,
Humans, vol. 36, no. 4, pp. 727–745, Jul. 2006.

[52] K. Pearson, ‘‘Note on regression and inheritance in the case of two par-
ents,’’ in Proc. Roy. Soc. London, vol. 58, pp. 240–242, Jan. 1895.

[53] Q. Pang, H. Wang, and Z. Xu, ‘‘Probabilistic linguistic term sets in
multi-attribute group decision making,’’ Inf. Sci., vol. 369, pp. 128–143,
Nov. 2016.

[54] R. M. Rodríguez and L. Martínez, ‘‘An analysis of symbolic linguistic
computing models in decision making,’’ Int. J. Gen. Syst., vol. 42, no. 1,
pp. 121–136, 2013.

[55] R. M. Rodríguez, Á. Labella, and L. Martínez, ‘‘An overview on fuzzy
modelling of complex linguistic preferences in decision making,’’ Int.
J. Comput. Intell. Syst., vol. 9, pp. 81–94, Feb. 2016.

78826 VOLUME 6, 2018



Z.-S. Chen et al.: Individual Semantics Building for HFLTS Possibility Distribution With Applications in DSCDM

[56] R. M. Rodríguez, L. Martínez, and F. Herrera, ‘‘Hesitant fuzzy linguistic
term sets for decision making,’’ IEEE Trans. Fuzzy Syst., vol. 20, no. 1,
pp. 109–119, Feb. 2012.

[57] R. M. Rodríguez, L. Martínez, and F. Herrera, ‘‘A group decision making
model dealing with comparative linguistic expressions based on hesitant
fuzzy linguistic term sets,’’ Inf. Sci., vol. 241, pp. 28–42, Aug. 2013.

[58] J. V. Riera, S. Massanet, E. Herrera-Viedma, and J. Torrens, ‘‘Some
interesting properties of the fuzzy linguistic model based on discrete
fuzzy numbers to manage hesitant fuzzy linguistic information,’’ Appl. Soft
Comput., vol. 36, pp. 383–391, Nov. 2015.

[59] R. Şahin and P. Liu, ‘‘Correlation coefficient of single-valued neutro-
sophic hesitant fuzzy sets and its applications in decision making,’’ Neural
Comput. Appl., vol. 28, no. 6, pp. 1387–1395, 2017.

[60] D. Shestowsky, D. T. Wegener, and L. R. Fabrigar, ‘‘Need for cognition
and interpersonal influence: Individual differences in impact on dyadic
decision,’’ J. Personality Social Psychol., vol. 74, no. 5, pp. 1317–1328,
1998.

[61] V. Torra, ‘‘Hesitant fuzzy sets,’’ Int. J. Intell. Syst., vol. 25, no. 6,
pp. 529–539, 2010.

[62] Y. Wang, J. Deng, J. Gao, and P. Zhang, ‘‘A hybrid user similarity model
for collaborative filtering,’’ Inf. Sci., vol. 418, pp. 102–118, Dec. 2017.

[63] H. Wang, Z. Xu, and X.-J. Zeng, ‘‘Hesitant fuzzy linguistic term sets for
linguistic decision making: Current developments, issues and challenges,’’
Inf. Fusion, vol. 43, pp. 1–12, Sep. 2018.

[64] Z. Wu and J. Xu, ‘‘Possibility distribution-based approach for MAGDM
with hesitant fuzzy linguistic information,’’ IEEE Trans. Cybern., vol. 46,
no. 3, pp. 694–705, Mar. 2016.

[65] D. R. Weinberger and P. J. Harrison, Schizophrenia, 3rd ed. Hoboken, NJ,
USA: Wiley, 2011, pp. 3–21.

[66] S.-H. Xiong, Z.-S. Chen, and K.-S. Chin, ‘‘A novel MAGDM approach
with proportional hesitant fuzzy sets,’’ Int. J. Comput. Intell. Syst., vol. 11,
no. 1, pp. 256–271, 2018.

[67] Z. S. Xu, ‘‘Deviation measures of linguistic preference relations in group
decision making,’’ Omega, vol. 33, no. 3, pp. 249–254, 2005.

[68] R. R. Yager, ‘‘On ordered weighted averaging aggregation operators in
multicriteria decisionmaking,’’ IEEE Trans. Syst., Man, Cybern., Syst.,
vol. SMC-18, no. 1, pp. 183–190, Jan./Feb. 1988.

[69] R. R. Yager, ‘‘On the retranslation process in Zadeh’s paradigm of com-
puting with words,’’ IEEE Trans. Syst. Man, Cybern. B, Cybern., vol. 34,
no. 2, pp. 1184–1195, Apr. 2004.

[70] H.-B. Yan, T. Ma, and V.-N. Huynh, ‘‘On qualitative multi-attribute group
decision making and its consensus measure: A probability based perspec-
tive,’’ Omega, vol. 70, pp. 94–117, Jul. 2017.

[71] W. Yang, Y. Pang, J. Shi, and C. Wang, ‘‘Linguistic hesitant intuitionistic
fuzzy decision-making method based on VIKOR,’’ Neural Comput. Appl.,
vol. 29, no. 7, pp. 613–626, 2018.

[72] L. A. Zadeh, ‘‘The concept of a linguistic variable and its application to
approximate reasoning—I,’’ Inf. Sci., vol. 8, no. 3, pp. 199–249, 1975.

[73] Z. Zhang, ‘‘Multi-criteria decision-making using interval-valued hesitant
fuzzy QUALIFLEX methods based on a likelihood-based comparison
approach,’’ Neural Comput. Appl., vol. 28, no. 7, pp. 1835–1854, 2017.

ZHEN-SONG CHEN received the Ph.D. degree
in traffic and transportation plan and management
from the School of Transportation and Logistics,
Southwest Jiaotong University, Chengdu, China.
He was a Research Assistant and a Post-Doctoral
Researcher with the Department of Systems Engi-
neering and Engineering Management, City Uni-
versity of Hong Kong. He is currently a Research
Associate/Associate Professor with the School of
Civil Engineering,Wuhan University. He serves as

an Area Editor of the International Journal of Computational Intelligence
Systems.

His current research interests include preference modeling, aggregation
theory, computing with words, and group decision analysis. His research
results have been published in peer-reviewed journals, including the IEEE
TRANSACTIONS ON FUZZY SYSTEMS, Information Sciences, Expert Systems with
Applications, Applied Soft Computing, the International Journal of Compu-
tational Intelligence Systems, the International Journal of Intelligent Sys-
tems, the International Journal of Information Technology & Decision Mak-
ing, the Journal of Intelligent & Fuzzy Systems, the International Journal of
Fuzzy Systems, and the Journal of Systems Engineering and Electronics.

Dr. Chen received the Highest Honors Student Award of Southwest
Jiaotong University, in 2015, the National Scholarship for Ph.D. Students
Award granted by the Ministry of Education of China, in 2013, 2014, and
2015, the second prize in the National Postgraduate Mathematical Contest
in Modeling Award granted by the China Academic Degrees and Graduate
Education Development Center, in 2011, 2012, and 2013, the Outstanding
Ph.D. Thesis Foundation Award granted by Southwest Jiaotong University,
in 2013, the Tang Lixin Scholarship Award, the Tang Lixin Fellowship
Award granted by the Southwest Jiaotong University Education Founda-
tion, in 2014 and 2015, the 2016 Outstanding Ph.D. Thesis Award granted
by Southwest Jiaotong University, and the 2016 Outstanding Graduate of
Sichuan Province Award granted by the Sichuan government of China.
Recently, he was awarded the Outstanding Reviewer of Knowledge-based
Systems.

MEI XU received the B.Sc. degree in infor-
mation and computing science from the School
of Mathematics, Southwest Jiaotong University,
Chengdu, China, and the M.Sc. degree in clinical
psychology from the Department of Psychology,
Kaohsiung Medical University, Kaohsiung, Tai-
wan. She was a Research Assistant and a part-
time Clinical Psychologist with Kaohsiung Medi-
cal University Chung-HoMemorial Hospital and a
Teaching Assistant with Kaohsiung Medical Uni-

versity. Her current research interests include neuroscience, mental illness,
schizophrenia, transcranial magnetic stimulation, emotion, and decision-
making behavior.

Ms. Xu received the second prize in the sixth Electrician Mathematical
Contest in Modeling, in 2011, the third prize in 2011 Southwest Jiaotong
Universitymathematical contest, the second prize in Sichuan Contest District
in the 21st China UndergraduateMathematical Contest inModeling, in 2012,
and the Academic Excellence Award in Kaohsiung Medical University,
in 2015.

XIAN-JIA WANG received the Ph.D. degree in
water resources systems engineering from Wuhan
University, Wuhan, China, in 1992. He is currently
a Full Professor with the School of Economics and
Management, Wuhan University, Wuhan, China.
He is also an Adjunct Professor with the Wuhan
University of Technology, China, Shihezi Uni-
versity, China, Nanchang University, China, and
China Three Gorges University, China.

He has been the main researcher in 15 R&D
projects, and also has published more than 160 papers in journals indexed
by the SCI, EI, and ISTP. His current research interests include game
theory, mechanism design, supply chain and operations management, water
resources and hydropower system management, and remanufacturing and
environmental management.

He was an Executive Associate Editor of the Luojia Management Review,
from 2009 to 2013. He is an Associate Editor of the journal of Systems
Engineering-Theory & Practice, an Editorial Executive Board Member of
the journals, including Advances in Systems Science and Application and
Acta Mathematica Scientia, an Editorial Board Member of Resources and
Environment in the Yangtze Basin (in Chinese), and Water Resources and
Power (in Chinese).

VOLUME 6, 2018 78827



Z.-S. Chen et al.: Individual Semantics Building for HFLTS Possibility Distribution With Applications in DSCDM

KWAI-SANG CHIN graduated in industrial engi-
neering from The University of Hong Kong. His
teaching specialization and research interests are
product development and quality management,
decision support systems, and multi-criteria deci-
sion making and evaluation systems. He is cur-
rently the Associate Head of the Department of
Systems Engineering and Engineering Manage-
ment, City University of Hong Kong. He is also
an Academician of the International Academy of

Quality. He has obtained nearly US $ 1.5 million research funding from
various sources as a Principal Investigator. He has published over 200 inter-
national refereed journal papers. He is a fellow of the American Society for
Quality, USA, the Hong Kong Society for Quality, and a senior member of
several international engineering institutions. He served as a Chutian Chair
Professor with the Wuhan University of Technology, China.

KWOK-LEUNG TSUI received the Ph.D. degree
in statistics from the University of Wisconsin–
Madison. He was a Member of Technical
Staff with the Quality Assurance Center, AT&T
Bell Labs, from 1986 to 1990, and a Profes-
sor/Associate Professor with the School of Indus-
trial and Systems Engineering, Georgia Institute of
Technology, from 1990 to 2011. He is currently a
Chair Professor with the Department of Systems
Engineering and Engineering Management, City

University of Hong Kong. His current research interests include data min-
ing, surveillance in healthcare and public health, prognostics and systems
health management, calibration and validation of computer models, process
control and monitoring, robust design, and Taguchi methods. He is a
fellow of the American Statistical Association, the American Society for
Quality, the International Society of Engineering Asset Management, and
the Hong Kong Institution of Engineers; an Elected Council Member of
the International Statistical Institute; and a U.S. Representative to the ISO
Technical Committee on Statistical Methods. He was a recipient of the
National Science Foundation Young Investigator Award. He was a Chair
of the INFORMS Section on Quality, Statistics, and Reliability and the
Founding Chair of the INFORMS Section on Data Mining.

LUIS MARTíNEZ received the M.Sc. and Ph.D.
degrees in computer science from the University
of Granada, Granada, Spain, in 1993 and 1999,
respectively. He is currently a Full Professor with
the Computer Science Department, University of
Jaén, Jaén, Spain. He is also a Visiting Profes-
sor with the University of Technology Sydney,
the University of Portsmouth (Isambard Kingdom
Brunel Fellowship Scheme), and the Wuhan Uni-
versity of Technology (Chutian Scholar), also a

Guest Professor with Southwest Jiaotong University, and also an Honorable
Professor with Xihua University, Chengdu, China.

He has co-edited 11 journal special issues on fuzzy preference modeling,
soft computing, linguistic decision making, and fuzzy sets theory. He has
been the main researcher in 14 R&D projects, and also has published more
than 100 papers in journals indexed by the SCI and has made more than
150 contributions in International Conferences related to his areas. His cur-
rent research interests include decision making, fuzzy logic-based systems,
computing with words, and recommender systems. He was a recipient of the
IEEE TRANSACTIONSON FUZZY SYSTEMSOutstanding Paper Award, in 2008 and
2012 (bestowed in 2011 and 2015, respectively).

He is a member of IEEE and the European Society for Fuzzy Logic and
Technology. Eventually, he has been appointed as a Highly Cited Researcher
2017 in computer science and Highly Cited Researcher 2018 in cross field.
He is a Co-Editor-in-Chief of the International Journal of Computational
Intelligence Systems and an Associate Editor of many journals, including the
IEEE TRANSACTIONSON FUZZY SYSTEMS, Information Fusion, the International
Journal of Fuzzy Systems, and the Journal of Intelligent and Fuzzy Systems.

78828 VOLUME 6, 2018


	INTRODUCTION
	PRELIMINARIES
	HFLTS POSSIBILITY DISTRIBUTION
	ORDERED WEIGHTED AVERAGING OPERATOR

	DOMAIN-SPECIFIC APPRAISAL MODELING
	GENERATION APPROACH WITH LAPDECR-BASED SPI
	GENERATION APPROACH WITH SPI OF PARTIAL AWARENESS

	NOVEL DSCDM FRAMEWORK WITH THE COANG MODEL
	THE COANG MODEL
	DERIVED UNCERTAIN LINGUISTIC INFORMATION
	THE COANG-BASED DSCDM FRAMEWORK

	REAL-LIFE HEALTHCARE CASE STUDY
	DISCUSSION
	CONCLUSIONS
	REFERENCES
	Biographies
	ZHEN-SONG CHEN
	 
	MEI XU
	XIAN-JIA WANG
	KWAI-SANG CHIN
	KWOK-LEUNG TSUI
	LUIS MARTíNEZ


