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A B S T R A C T   

The purpose of this paper is to propose a novel hybrid framework for evaluating and benchmarking trustworthy 
artificial intelligence (AI) applications in healthcare by using multi-criteria decision-making (MCDM) techniques 
under a new fuzzy environment. To develop such a framework, a new decision matrix has been built, and then 
integrated with q-ROF2TL-FWZIC (q-Rung Orthopair Fuzzy 2-Tuple Linguistic Fuzzy-Weighted Zero-Inconsis-
tency) and q-ROF2TL-CODAS (q-Rung Orthopair Fuzzy 2-Tuple Linguistic Combinative Distance-Based Assess-
ment). In this integration, q-ROF2TL-FWZIC is utilized for assigning the weights of evaluation attributes of 
trustworthy AI, while q-ROF2TL-CODAS is employed for benchmarking trustworthy AI applications. Findings 
show that the q-ROF2TL-FWZIC method effectively weights the evaluation attributes. The transparency attribute 
receives the highest importance weight (0.173566825), whereas the human agency and oversight criterion has 
the lowest weight (0.105741901). The remaining attributes are distributed in between. Moreover, alternative_4 
receives the highest rank order (score of 7.370410417), while alternative_13 receives the lowest rank order 
(score of − 4.759794397). To evaluate the validity of the proposed framework, systematic ranking and sensitivity 
analysis assessments were employed.   

1. Introduction 

Recently, there has been a noticeable interest in using mobile ap-
plications extensively (Albahri et al., 2022), and the popularity of these 
apps is dramatically increasing. As people use it daily worldwide, sta-
tistics indicate that applications users reached in the year 2019 almost 
2.5 billion (Holl & Elberzhager, 2019). Due to their growing use, apps 
have a very diverse range in their content (Ouhbi et al., 2015), com-
merce (Tang, 2019), medicine (Lakhan et al., 2023), education 
(Albrecht et al., 2018), and more. The majority of these apps are 

available at no cost, and the market was larger than $90 billion in 2018 
(Freier, 2018), Furthermore, it is anticipated that this growth will persist 
in the coming years (Cheney & Thompson, 2018). These apps have been 
integrated and infused with some of the most advanced and recent 
technologies. Artificial intelligence (AI), considered amongst the most 
well-known and huge advanced technologies, has been integrated into 
various application domains for multiple purposes, such as ensuring 
better customer service, interactivity, 24/7 support, and reducing er-
rors. AI has been integrated into various domains, and many of its users 
are deeply invested and accustomed to such technology; nevertheless, 
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some areas where AI has been integrated have shown tremendous 
benefits in comparison with others, including medicine. According to 
(Albahri et al., 2023), the medical sector is one of the highly promising 
fields interested in the utilization of AI apps, where numerous AI-based 
medical applications have been developed and presented considerable 
success (Albahri, Zaidan, Zaidan, et al., 2022; Yu et al., 2018). The 
integration of AI has significantly aided clinicians in developing diag-
nostic tools, offering explanations for clinical reasoning, and selecting 
appropriate treatments (Rong et al., 2020). Applications of this nature 
have played a crucial role in identifying numerous risks associated with 
diagnosing health aspects in clinical practices across hospitals world-
wide (Albahri et al., 2023). That can be attributed to its ability to extract 
novel and significant insights from the vast amount of data generated 
daily during the delivery of healthcare (Administration, 2022; Alamoodi 
et al., 2020). This technology also holds the potential to significantly 
reduce costs associated with complications in chronic diseases (Darras 
et al., 2019). Given its widely recognized benefits and potential, many 
organizations worldwide have begun advocating for its utilization in 
their respective applications. One notable example is the U.S. Food and 
Drug Administration (FDA), which has authorized the use of AI in the 
medical field to improve healthcare services and mitigate health risks 
(Yu et al., 2018). This bolsters efforts by the FDA and the European 
Union (EU) to develop AI based apps for diagnosing diseases that take 
into consideration ethical concerns as safety, accountability, trans-
parency, and privacy (Administration, 2022). As per the statistics of 
International Data Corporation, expected the spending on AI applica-
tions will raise to 97.9 billion dollars (USD) in 2023 (Markus et al., 
2021). With enormous AI applications related to healthcare and their 
impact, we must ensure that all these apps we rely on are reliable and 
trustworthy. At the same time, despite the great benefits offered to the 
healthcare sector by using AI-based apps, they face a critical challenge 
related to trustworthiness (Kaur et al., 2021; Thiebes et al., 2021). Trust 
in applications-based AI in healthcare will raise the providing 
outstanding medical services and ensuring good care to patients (Leung 
et al., 2022; Markus et al., 2021). 

In contrast, the lack of trustworthiness in AI poses a critical barrier to 
the widespread deployment of modern AI-based applications. There is a 
myriad of challenges stemming from the growing ethical and legal 
concerns surrounding these applications, which become more pro-
nounced considering that medical and clinical decisions directly impact 
people’s well-being. Additionally, the brittle trustworthiness of AI ex-
acerbates issues with clinical decision-making and undermines 
accountability for errors (Fan et al., 2020; Topol, 2019). Even worse, 
these are only a few instances; if AI is used more widely, these risks will 
almost likely grow. This could have serious repercussions for society as a 
whole. However, because AI is now a necessary business capacity, 
companies cannot neglect AI’s risks through avoiding AI totally. Instead 
of that, they ought to learn to recognize and successfully manage AI risks 
efficiently (Saif & Ammanath, 2020). Therefore, the concept of trust-
worthiness AI is still unclear. However, the literature places a strong 
emphasis on three main concepts of trustworthy AI: morality, robust-
ness, and legitimacy. The ethical aspect denotes adherence to moral 
principles and values, the robustness aspect alludes to concerns about 
security and safety and the legal aspect indicates compliance with laws 
and regulations (Kale et al., 2022; Kaur et al., 2022; Liang et al., 2022). 
Additionally, putting fundamental concepts of trustworthy AI into 
practice is an open-challenge. Trust is “The degree to which a user or other 
stakeholder has confidence that a product or system will behave as intended” 
(Mattioli et al., 2023). The term “trustworthy AI” is described of AI 
distinguished that ethically adherent, lawful, and technically robust. It is 
predicated on the notion that trust of AI can be built at every stage of 
AI’s lifecycle, from design to use, in order for AI to realize its full po-
tential. To better address the challenges related to AI trustworthiness, 
recently, many significant efforts have been achieved by the government 
and several professional and scientific communities to make AI trust-
worthy (Kaur et al., 2022). In order to regulate and promote the 

development and operation of AI systems, the EU proposed ethical 
principles and guidelines for trustworthy AI.1 The principles and 
guidelines state that trustworthy AI must adhere to all applicable rules 
and regulations, be ethical and uphold moral principles and values, and 
be resilient from a technical standpoint while taking into account its 
social environment (Hasani et al., 2022; Smuha, 2019). A framework for 
AI’s accountability and responsible usage was released by the U.S. 
Government Accountability Office (GAO) (Kaur et al., 2022). In the 
same context, the National Institute of Standards and Technology (NIST) 
released a framework to gauge and enhance user trust in AI applications. 
According to the proposed framework, the trustworthiness characteris-
tics of the AI system encompass reliability, accuracy, explainability, 
objectivity, resiliency, accountability, privacy, security, and safety 
(Stanton & Jensen, 2021). Additionally, the International Organization 
for Standardization (ISO) has proposed a framework for trustworthiness 
in AI, encompassing characteristics such as fairness, transparency, 
accountability, and controllability (Kaur et al., 2022). The study by 
Thiebes et al. (2021) presents a proposed framework comprising five 
foundational principles: (1) explainability, (2) autonomy non- 
maleficence, (3) non-maleficence, (4) justice, and (5) beneficence. 
Deloitte2 has proposed a trustworthy AI framework that introduces six 
key dimensions, namely, not biased, fair, accountable and responsible, 
explainable and transparent, reliable and robust, secure, privacy, which 
have to be considered in all phases of building AI systems (Saif & 
Ammanath, 2020). According to statistics, 86 % of users will trust and 
remain loyal to companies that use ethical AI principles (Barometer, 
2019). With the availability of huge amounts of data and increased 
processing power, AI systems have been used in many high-stake ap-
plications. So, it becomes important to make these systems reliable and 
trustworthy (B. Li et al., 2023). The current studies in the field of AI hint 
at the need for considering “Trust” as a design principle rather than an 
option. Moreover, designing AI-based critical systems of healthcare and 
biomedicine requires proving their trustworthiness (Gille et al., 2020; 
Procter et al., 2023). Hence, various stakeholders, including regulators, 
developers, customers, reinsurance companies, and end-users, need to 
evaluate these dimensions for different purposes (Mattioli et al., 2023). 
However, the pivotal challenge lies in evaluating these systems, which 
becomes particularly evident due to the absence of a comprehensive set 
of trustworthy attributes for AI applications. Other contributing factors 
include the complexity of the subject, which incorporates qualitative 
concepts. Moreover, the difficulty arises from selecting relevant attri-
butes, compounded by issues related to the contextual application, 
modeled based on various elements such as Operational Design Domain, 
intended domain of use, nature and roles of stakeholders, among others 
(Adedjouma et al., 2022; Mattioli et al., 2023). 

To the best of our knowledge, the study by Albahri, et al. (Albahri 
et al., 2023) is considered one of the most recent and noticeable attempts 
to assess trustworthy applications in healthcare. However, its assess-
ment approach was subjective, and this type of evaluation suffers from 
several drawbacks that could render its results inconsistent and unreli-
able in some cases. Moreover, the subjective assessment relied on indi-
vidual opinions, thereby potentially suffering from biases and personal 
interpretations. This could lead to unfair evaluations, as comparisons 
and measurements become challenging in such an assessment environ-
ment. In certain instances, it lacks a clear and quantifiable measurement 
scale, making precise comparisons and rankings of entities challenging. 
Additionally, it may suffer from inconsistency over time. The lack of 
consistency compromises the validity and reliability of subjective eval-
uations as indicators of performance or quality. On the other hand, the 
significance of the trustworthiness attributes of AI applications is not 
equal. Moreover, benchmarking trustworthy AI applications to select the 
best ones poses a challenge, compounded by the difficulty of 

1 European Union Ethics guidelines for trustworthy AI.  
2 Trustworthy Artificial Intelligence (AI)™ | Deloitte US. 
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benchmarking these applications according to multiple attributes 
simultaneously (Mattioli et al., 2023). Therefore, there is a need to 
develop a systematic and user-friendly evaluation and benchmarking 
approach that can be easily adopted by practitioners from diverse 
backgrounds to assess and benchmark trustworthy AI applications. 

Therefore, it is essential to develop a comprehensive platform that 
encompasses all the previous aspects of trustworthiness in the evalua-
tion and benchmarking of AI applications. This platform must be flexible 
and capable of addressing the issues. Consequently, the incorporation of 
explicit and structured methods in decision-making processes that 
involve multiple criteria can significantly enhance the overall quality of 
decision-making (Khatari et al., 2019; Rahman et al., 2023), and a group 
of techniques grouped together under the term Multiple Criteria 
Decision-Making (MCDM), which can be considered useful for such 
purposes (Ali et al., 2023; Alsalem, Mohammed et al., 2022; Tzeng & 
Huang, 2011). MCDM is a branch of operational research that takes into 
consideration multiple criteria while making decisions under conditions 
that arise in a variety of real-world scenarios across various disciplines 
(Rahman et al., 2023; Tešić and Marinković, 2023). Many methods can 
be employed to handle MCDM for addressing real-world problems 
(Almahdi et al., 2019; Alsalem, Alamoodi et al., 2022; Khatari et al., 
2019; Sahoo & Goswami, 2023). These methods not only assist decision- 
makers to organize problems but also enable them to analyze, rank, sort 
and assign scores to different alternatives (Albahri et al., 2023; Alsalem 
et al., 2022). 

MCDM techniques can solve selection problems in a wide domain of 
management, the study of (Albahri et al., 2023) used MCDM for develop 
data-driven strategy for evaluating the organizational culture, engi-
neering, Sharaf et al. (2024) propose a Architecture for selection 5G- 
radio access network, Vahdani et al., (2013) proposed new Modifica-
tion of TOPSIS and used it for a robot selection problem., management 
(Enaizan et al., 2020), energy (Albahri et al., 2023), medical (Arshad 
et al., 2024; Limboo & Dutta, 2022), sports science (Hsu et al., 2023), 
communication (Al-Samarraay et al., 2024) (Ranjan et al., 2023), 
transportation (Moslem et al., 2023), etc. The MCDM methods have 
been widely employed to resolve the issues related to evaluating AI 
applications in healthcare (Alsalem et al., 2019; Saleh & Salaheldin, 
2022; Zaidan et al., 2020). Despite previous efforts, there has been no 
study to date addressing the challenges of evaluating and benchmarking 
trustworthy AI applications (Amri and Abed, 2023; Obaid, 2023). This 
study aims to fill this research gap by proposing a new framework based 
on MCDM for the evaluation and benchmarking of trustworthy AI ap-
plications in healthcare. To deal with decision-making situations in 
uncertainty, the theory of Fuzzy number sets can be used (Ghoushchi & 
Sarvi, 2023; Nezhad et al., 2023; Ranjan et al., 2023; Saqlain & Saeed, 
2024). To build the framework with incomplete weight information, this 
study proposes the use of q-ROF2TL-CODAS (Q-Rung Orthopair Fuzzy 2- 
Tuple Linguistic Combinative Distance-Based Assessment); the benefits 
of utilizing this method lies in its capability not only in covering the 
uncertainty of human cognition but also it provides DMs with a larger 
space to represent their decisions (Naz et al., 2022). In addition, another 
method, namely the fuzzy-weighted zero-inconsistency (FWZIC), has 
been actively employed to assign weights to attributes with zero in-
consistencies. In this research, FWZIC has been extended under a q-rung 
orthopair fuzzy 2-tuple linguistic sets (q-ROF2TL) environment, and it is 
termed (q-ROF2TL-FWZIC). The outcome will result in a homogeneous 
fuzzy environment between q-ROF2TL-CODAS and q-ROF2TL-FWZIC to 
efficiently address ambiguity, uncertainty, and fuzziness issues in 
benchmarking the trustworthy AI applications in healthcare. The 2-tuple 
fuzzy linguistic representation model (Herrera & Martínez, 2000) is one 
of the most important approaches for linguistic decision-making prob-
lemsthat can represent accurately linguistic computing results. Based on 
intuitionistic (IFSs) and Pythagorean fuzzy sets (PFSs), Yager (2017) 
proposed the q-rung orthopair fuzzy sets (q-ROFSs). The sum of the qth 

power of the orthopair, i.e., the membership grade, and the non- 
membership grade, is bounded by one. Increasing the rung increases 

the space of acceptable orthopairs which allows the expression of a 
wider range of fuzzy information (Yager, 2016). Later, Wei et al. (2018) 
defined q-rung orthopair fuzzy 2-tuple linguistic sets (q-ROF2TLSs). All 
these features for the selected fuzzy environment rendered it suitable for 
integration with proposed methods in this research (Wei et al., 2018). 
The primary contributions of this study are as follows:  

(1) Developing a new decision matrix for trustworthy AI applications 
in healthcare, considering the intersection of various AI appli-
cations as alternatives and incorporating components of trust-
worthy AI as evaluation attributes.  

(2) Formulating a novel extension of FWZIC, termed q-ROF2TL- 
FWZIC (q-Rung Orthopair Fuzzy 2-Tuple Linguistic Fuzzy- 
Weighted Zero-Inconsistency), designed to weigh the evaluation 
attributes involved in assessing trustworthy AI applications.  

(3) Ranking the healthcare trustworthy AI applications using q- 
ROF2TL-CODAS.  

(4) To validate the proposed benchmarking framework, it has been 
evaluated using several scenarios based on sensitivity analysis. 

The paper is structured as follows: Section 2 reviews the methodol-
ogy, including the phases of the proposed framework. Section 3 presents 
the discussion of results, while Section 4 reviews the evaluation results 
of the proposed framework. Research implications are presented in 
Section 5, and Section 6 concludes the study. 

2. Methodology 

This section outlines the methodology employed in this study, con-
sisting of two phases as depicted in Fig. 1. The first phase involves the 
development of the Decision Matrix (DM), wherein evaluation attributes 
are identified and overlaid with alternatives (AI healthcare applica-
tions). In the second phase, the q-ROF2TL-FWZIC method is developed 
and applied to calculate the weights of evaluation attributes for trust-
worthy AI. Subsequently, the q-ROF2TL-CODAS method is employed to 
benchmark the trustworthy AI healthcare applications. 

2.1. Phase 1: Decision matrix development 

This section describes the proposed decision matrix for bench-
marking trustworthy AI healthcare applications. The two predefined 
components (alternatives and criterion) are crossover in the proposed 
decision matrix. It includes seven attributes of evaluation (Components of 
Trustworthy AI) and 50 alternatives (AI Healthcare Applications); It allows 
decision-makers to assess each alternative against the evaluation 
criteria, taking into account multiple viewpoints, the decision matrix is 
shown in Table 1. 

As shown in Table 1, this matrix is used for evaluation and bench-
marking 50 healthcare apps according to 7 evaluation attributes, the 
evaluation data of the 50 healthcare apps according to 7 evaluation 
attributes will be adopted by the study (A. S. Albahri et al., 2023), 
where, the mentioned study achieved subjectively evaluation the 
healthcare apps. The evaluation data provided by (A. S. Albahri et al., 
2023) were a linguistic terms (“Very High”, “High”, “Medium”, “Very 
Low”, “Low”), and they will be transformed into their equivalent nu-
merical to be suitable to use in MCDM method. 

2.2. Phase 2: Development phase 

This section presents the integrated fuzzy MCDM methods for the 
evaluation and benchmarking of trustworthy AI healthcare applications 
that are applied for developing the decision matrix presented in phase 1. 
This process begins by assigning weights to the seven attributes con-
structed based on q-ROF2TL-FWZIC, while the q-ROF2TL-CODAS 
method is used for benchmarking trustworthy AI healthcare applica-
tions. Details of this integration are presented in the following sections. 
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2.2.1. q-Rung Orthopair Fuzzy 2-Tuple Linguistic Fuzzy-Weighted Zero- 
Inconsistency (q-ROF2TL-FWZIC) 

The proposed extension of FWZIC utilized in this research is named 
q-ROF2TL-FWZIC. This method effectively calculates the weights of 
trustworthy AI attributes by taking into account the relative importance 
of each attribute and considering the degree of uncertainty or incom-
pleteness in the available information. It involves five steps for calcu-
lating the weight of evaluation attributes, including human agency, 
technical robustness and safety, privacy and data governance, trans-
parency, diversity, non-discrimination and fairness, societal and envi-
ronmental well-being, and accountability (which requires auditability). 
The following steps are demonstrated as follows: 

Step 1: Defining Evaluation Attributes: The evaluation attributes 

of trustworthy AI healthcare applications in the proposed decision ma-
trix are human agency and oversight, technical robustness and safety, 
privacy and data governance, transparency, diversity, non- 
discrimination and fairness, societal and environmental well-being, 
and accountability. Obtaining the subjective preferences for each attri-
bute is discussed in the next step. 

Step 2: Structured Expert Judgment (SEJ): The selection of spe-
cialised experts in the domain is needed to evaluate the relative signif-
icance of the attributes of trustworthy AI healthcare applications. In this 
context, experts have been defined as highly educated people with sig-
nificant healthcare application experience based on AI and professional 
academic knowledge (i.e., academic degrees). Accordingly, specialists are 
gathered into a pool to determine the most appropriate ones. The next 

Fig. 1. Phases of the Proposed Framework.  
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sub-step is to create an evaluation form to obtain data from experts. The 
experts provide their preferences about each attribute’s importance 
according to a 5-point Likert scale. The 5-point Likert scale has been 
used because it is minimally biased and highly reliable (Matell & Jacoby, 
1971). Lastly, the used linguistic scale of preferences of experts will be 
converted to the numerical scale based on Table 2. 

Step 3: Building Expert’s decision matrix: It includes the alternatives 
and attributes as presented in Table 3. 

As shown in Table 3 EDM, includes the significance score appointed 
by each expert to each criterion of the decision. where each expert crosse 
with every criterion. The Experts appoint the importance level (IL) to 
each criterion according to their judgment. IL(E_i/C_j) indicates the 
importance level appointed by (E_i) expert to (C_j) criterion (Attribute). 
These importance levels used to calculate the scores of weights for 
criteria (Attributes). 

Step 4: Applying q-ROF2TLSs: This step entails fuzzifying the ex-
pert’s decision matrix data using q-ROF2TLSs. The data (i.e., numerical 
scoring scale) are converted into q-ROF2TLS expert’s decision matrix. 
The q-ROF2TLSs used in this process are shown in Table 2. Ambiguous 
and vague information is frequently problematic in MCDA, as assigning 
a precise preference to any attribute is difficult. The q-ROF2TLSs’ 
advantage is that they confront uncertain, vague, and inconsistent in-
formation to estimate the relative importance of the attributes. The q- 
ROF2TLSs are defined, and the necessary operations are presented as 
follows. 

A linguistic term set (LTS) S =
{
S0, S1, S2,⋯, Sg

}
It is a predefined 

odd set of linguistic variables. For example, when g = 2, S = {S0, S1,

S2} = {low,medium, high}. When the indices of some labels in S are 
aggregated using a symbolic method, and the result is the actual number 

β ∈ [0, g] which is not an integer, β is divided into two numerical values,α 
that represent the “difference in information” between β and the index of 
the linguistic term Si Which is the closest to β in S. Then, a 2- tuple 
representation model (2TRM) is given by (Si, α). 

Definition (Herrera & Martínez, 2000): For a linguistic term set S 
and a real number β ∈ [0, g] representing the result of aggregating lin-
guistic symbols, the function Δ used to obtain the 2TRM equivalent to β 
is defined as 

Δ : [0, g]→S × [− 0.5, 0.5) (1)  

Δ(β) = (Si, α),
{

Si, i = round(β),
α = β − i,α ∈ [ − 0.5, 0.5). (2)  

Definition (Herrera & Martínez, 2000): For a linguistic term set S and a 
2-tuple (S, α) an inverse operation that converts the 2-tuple to the 
equivalent real number β ∈ [0, g] is defined by 

Δ− 1 : S × [ − 0.5, 0.5)→[0, g], (3)  

Δ− 1(Si,α) = i+α = β (4)  

Definition (Z. Li et al., 2022): For a non-empty set X, a q-rung orthopair 
fuzzy set (q-ROFS) is denoted as 

Q = {〈x, (μ(x), υ(x )〉|x ∈ X } (5)  

where (x) : X→[0,1],υ(x) : X→[0,1] are the membership and non- 
membership grades of each element x in Q̃, respectively which satisfy 

0 ≤ (μ(x) )q
+(υ(x) )2

≤ 1, q ≥ for all x ∈ X1 (6)  

Definition (Abbas et al., 2023): For a non-empty set X and a LTS S, a q- 
rung orthopair fuzzy 2-tuple linguistic set (q-ROF2TLS) is denoted by 

Q =
{(

Sθ(x),α
)
, (μ(x), υ(x ))|x ∈ X

}
(7)  

where 

Sθ(x) ∈ S, α ∈ [ − 0.5, 0.5), 0 ≤ μ(x) ≤ 1, 0 ≤ υ(x) ≤ 1,

0 ≤ μq(x)+ υq(x) ≤ 1(q ≥ 1),

μ(x) andυ(x) Represent the degree of membership and degree of non- 
membership of the element x to the linguistic term set. 

(
Sθ(x),α

)
. 

Definition (Li et al., 2022): For a q-ROF2TLS {(Sa, αa), (μa, υa) } the 
score function is computed by 

ScoreQ =
Δ− 1(Sa,αa).

(
1 + μq

a + υq
a

)

2(g + 1)
(8)  

Definition (Li et al., 2022): The multiplication of a q-ROF2TLS {(Sa,αa),

(μa, υa) } by scalar number is defined as follows: 

λQ = 〈Δ
(
λΔ− 1(Sa, αa)

)
,

((
1 −

(
1 − μq

a

)λ
)1/q

, υq
a

)

〉, λ > 0. (9)  

Table 1 
Decision Matrix for Evaluating Trustworthy AI Healthcare Applications.   

Evaluation Attributes (Criteria) 

Alternatives C1 C2 C3 C4 C5 C6 C7 

App 1 A1/C1 A1/C2 A1/C3 A1/C4 A1/C5 A1/C6 A1/C7 

App 2 A2/C1 A2/C2 A2/C3 A2/C4 A2/C5 A2/C6 A2/C7 

App 3 A3/C1 A3/C2 A3/C3 A3/C4 A3/C5 A3/C6 A3/C7 

… … … … … … … … 
… … … … … … … … 
… … … … … … … … 
App 50 A50/ 

C1 

A50 

/C2 

A50 

/C3 

A50 

/C4 

A50 

/C5 

A50 

/C6 

A50 

/C7 

C = Evaluation attributes, A = Alternative, C1= “Human agency and oversight 
which includes the protection of fundamental rights, the involvement of human 
decision-making, and the need for human oversight ”, C2= “Technical robustness 
and safety: which encompasses protection against security threats and the need for 
backup plans in case of system failure, as well as accuracy, reproducibility, and 
reliability ”, C3= “Privacy and data governance: which includes ensuring the 
quality and integrity of data, respect for privacy, and enabling access to data ”, C4=
“Transparency: which entails the ability to trace and explain how decisions are 
made and to clearly communicate outcomes to stakeholders. ”, C5=“ Diversity, 
non-discrimination and fairness: which includes avoiding unfair bias, ensuring 
accessibility and universal design, and promoting stakeholder participation ”, C6=
“Societal and environmental well-being: which includes considerations of 
sustainability and environmental impact, social impact, and democracy ”, C7=
“Accountability: which requires auditability, minimisation and reporting of 
negative impact, trade-offs, and providing redress when necessary ”.  

Table 2 
Linguistic terms with their equivalent numerical and q-ROF2TLSs.  

Linguistic scoring scale Numerical scoring scale q-ROF2TLSs 

Not important 1 < (S1, 0)(0.8,0.3) >
Slightly important 2 < (S2, 0)(0.7,0.4) >
Moderately important 3 < (S3, 0)(0.6,0.5) >
Important 4 < (S4, 0)(0.7,0.4) >
Extremely important 5 < (S5, 0)(0.8,0.3) >

Table 3 
EDM.   

Experts 

Attributes E1 E2 E3 … Ek 

C1 IL (E1/C1) IL (E2/C1) IL (E3/C1) … IL (Ek/C1) 
C2 IL (E1/C2) IL (E2/C2) IL (E3/C2) … IL (Ek/C2) 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Cn IL (E1/Cn) IL(E2/Cn) IL(E3/Cn) … IL(Ek/Cn) 
IL represents the importance level.  
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Definition (Li et al., 2022): The weighting averaging aggregation 
operator of a family of q-ROF2TLSs Q = {Q1,Q2,⋯,Qn}

wi > 0,
∑n

i=1
wi = 1. (10)  

Step 5: Computing the Final Weight Value: Based on the fuzzified 
data of the attributes in the previous step, the final values of the weight 
coefficients of the attributes (w1,w2, ⋯,wn)T Are calculated in this step 
as follows. The ratio of fuzzified data is computed using Eq. (8) and (9). 
Eq. (11) symbolises the process, as shown in Table 4. 

R
(
Ek/Cj

)
=

IL
(
Ek/Cj

)

∑n
j=1IL

(
Ek/Ckj

) , for k = 1, 2, 3, ..K and j = 1, 2, 3, ..n (11)  

where R
(
Ek/Cj

)
represents the q-ROF2TL of R(Ek/Cj).  

• The mean values are calculated to obtain the final fuzzy values of the 

weight coefficients of the attributes 
(

w̃1, w̃2, ⋯, w̃n

)T
. Using Eq. 

(10), each value of the q-ROF2TL-EDM is then computed. Eq. (12) 
depicts the actual procedure of this step symbolically. 

Wj =

∑K
k=1R

(
Ek/Cj

)

K
, for k = 1, 2, 3, ..K and j = 1, 2, 3, ..n. (12)  

• The final weight is obtained after the defuzzification using Eq. (8). 
Each attribute’s weight importance should be assigned whilst 
considering the entire weight sum to rescale and apply. 

2.2.2. q-Rung Orthopair Fuzzy 2-Tuple Linguistic Combinative Distance- 
Based Assessment (q-ROF2TL-CODAS) 

In this subsection, the CODAS method (Keshavarz Ghorabaee et al., 
2016) integration with q-ROF2TLSs is presented. This method calculates 
the preference of alternatives using two different distance measures. The 
largest and the most critical measurement is the Euclidean distance (ED) 
between the alternatives and the negative-ideal solution (NIS), and the 
second measure is the Hamming distance (HD). The alternative, which 
has a greater distance from the NIS, is preferable. The ED and HD 
measures are used for the relative assessment (RA) of alternatives to 
construct the RA-based matrix to fuse the information. The technique of 
implementing the q-ROF2TL-CODAS approach is described below:  

• Step 1. Switch the linguistic information in each expert decision 
matrix into q-ROF2TLSs. 

EMk =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

ηk
11 ηk

12 ⋯ ηk
1n

ηk
21 ηk

22 ⋯ ηk
2n

⋯ ⋯ ⋮ ⋯
ηk

m1 ηk
m2 ⋯ ηk

mn

⎤

⎥
⎥
⎥
⎥
⎥
⎦

→ẼM
k
=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

η̃k
11 η̃k

12 ⋯ η̃k
1n

η̃k
21 η̃k

22 ⋯ η̃k
2n

⋯ ⋯ ⋮ ⋯
η̃k

m1 η̃k
m2 ⋯ η̃k

mn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, η̃k
ij

=
{(

Sij, αij
)
,
(
μij, υij

) }k
, Sij ∈

{
S0,⋯, Sg

}

where ̃ηk
ij is the assessment of the kth expert of the ith alternative (i = 1,2,

3, ..m) for the jth attribute (j = 1, 2,3, ..n) expressed as a q-ROF2TLS to 
emulate the doubtfulness and uncertainty associated with human 
evaluations.  

• Step 2. By utilizing Eq. (13), independent panel evaluations can be 
combined to form the fused q-ROF2TLSs matrix 

F̃ =

⎡

⎢
⎢
⎣

η̃11 η̃12 ⋯ η̃1n
η̃21 η̃22 ⋯ η̃2n
⋯ ⋯ ⋮ ⋯
η̃m1 η̃m2 ⋯ η̃mn

⎤

⎥
⎥
⎦ (13)    

• Step 3. Calculate the weighted q-ROF2TLSs matrix using Eq. (14) as 
follows: 

Fw = wj ηij, (14)  

where wj is the attribute weight, and 0 ≤ wj ≤ 1,
∑n

J=1wj = 1.

• Step 4. Find the NIS using the q-ROF2TLSs score function (1). If the 
score function is similar, the accuracy function is used to rank the q- 
ROF2TLSs: 

ÑIS =

[

ÑISJ

]

1×n;
(15)  

ÑISJ = min
i

η̃ij (16)    

• Step 5. Calculate the weighted ED and HD as follows. 

Before proceeding with this step, the employed distance measures 
are first defined. 

Definition (Z. Li et al., 2022): For two q-ROF2TLS Qa = {(Sa, αa),

(μa, υa) } and Qb = {(Sb, αa), (μb, υb) } the normalized Hamming distance 
between them is measured by 

dH(Qa,Qb) =
1

2(g + 1)
[⃒
⃒
(
1 + μq

a + υq
a

)
• Δ− 1(Sa,αa) − (1 + μq

b + υq
b)

• Δ− 1(Sb,αb)
⃒
⃒
]
. (17)  

Definition: The Euclidean distance between two q-ROF2TLS Q
⌣

a
= {(Sa,

αa), (μa, υa) } and Qb = {(Sb,αa), (μb, υb) } is measured by 

q − ROF2TLWA{Q,Q2,⋯,Qn} =

⎧
⎨

⎩
Δ

(
∑n

i=1
wiΔ− 1(Si, αi)

)

,

⎛

⎝

(

1 −
∏n

i=1
(1 − μq

i )

)1
q

,
∏n

i=1
υq

i

⎞

⎠

⎫
⎬

⎭
,

Table 4 
q-ROF2TL-EDM.   

Experts 

Attributes E1 E2  Ek 

C1 ĨL(E1/C1)
∑n

j=1IL(E1/C1j)

ĨL(E2/C1)
∑n

j=1IL(E2/C2j)

… ĨL(Ek/C1)
∑n

j=1IL(Ek/Ckj)

C2 ĨL(E1/C2)
∑n

j=1IL(E1/C1j)

ĨL(E2/C2)
∑n

j=1IL(E2/C2j)

… ĨL(Ek/C2)
∑n

j=1IL(Ek/Ckj)

⋮ ⋮ ⋮ ⋮ ⋮ 
Cn ĨL(E1/Cn)

∑n
j=1IL(E1/C1j)

ĨL(E2/Cn)
∑n

j=1IL(E2/C2j)

… ĨL(Ek/Cn)
∑n

j=1IL(Ek/Ckj)

M.A. Alsalem et al.                                                                                                                                                                                                                             



Expert Systems With Applications 246 (2024) 123066

7

Proposition: Let dE Be the Euclidean distance between two q-ROF2TLS 

Q
⌣

a 
and Q

⌣

b
, then the following properties hold  

i. dE

(

Q
⌣

a
,Q

⌣

b

)

⩾0;  

ii. dE

(

Q
⌣

a
,Q

⌣

b

)

= dE

(

Q
⌣

b
,Q

⌣

a

)

;

iii. dE

(

Q
⌣

a
,Q

⌣

b

)

= 0 if Q
⌣

a
= Q

⌣

b
;

iv. If Q
⌣

a
⩾ Q

⌣

b
⩾ Q

⌣

c
, then dE

(

Q
⌣

a
,Q

⌣

c

)

⩾dE

(

Q
⌣

a
,Q

⌣

b

)

;

Proof. The first three properties are trivial. We need to prove the 
fourth property only. 

If Qa ≥ Qb ≥ Qc, we have Δ− 1(Sa, αa) ≥ Δ− 1(Sb, αb) ≥ Δ− 1(Sc,αc), 
μa ≥ μb ≥ μc, and 

υa ≤ υb ≤ υc. Therefore 
⃒
⃒
(
Δ− 1(Sa,αa) • μa

)q
−
(
Δ− 1(Sc, αc) • μc

)q ⃒⃒

≥
⃒
⃒
(
Δ− 1(Sa, αa) • μa

)q
−
(
Δ− 1(Sb, αb) • μb

)q ⃒⃒,

and 
⃒
⃒
(
Δ− 1(Sa,αa) • υa

)q
−
(
Δ− 1(Sc,αc) • υc

)q ⃒⃒

≥
⃒
⃒
(
Δ− 1(Sa, αa) • υa

)q
−
(
Δ− 1(Sb, αb) • υb

)q ⃒⃒.

Hence, 

Eq.s (19) and (20) are utilized to find the distance between each alter-
native and the NIS. 

EDi =
∑n

j=1
ED
(

η̃ij, ÑISj

)

; (19)  

=
∑n

j=1
HD
(

η̃ij, ÑISj

)

. (20)    

• Step 6. Using the following Eqs., build the relative assessment matrix 
RA: 

RA = [hil ]m×m;

hiℓ = (EDi − EDℓ ) + (ϕ(EDi − EDℓ ) × (HDi − HDℓ) ) (21)  

where l ∈ {1,2,3, ...,m} Moreover, ϕ denotes a threshold function that 

could be designed by: 

ϕ(x) =
{

One if |x| ≤ ϑ
0 if |x| > ϑ (22)  

Each pair of alternatives is compared using the ED. If the alternatives are 
not comparable by this distance measure, then the HD is employed. In 
other words, the HD is used only when the ED between the two alter-
natives is very close. The main purpose of the threshold function is to 
recognize the equality of the ED. For two alternatives, if the difference 
between the ED is less than a threshold value, then the HD is used for 
comparison. The threshold value is usually assigned a value ϑ ∈ [0.01,
0.05] specified by DMs, ϑ = 0.2 is commonly used.  

• Step 7. Derive the average solution (£i) by using. 

£i =
∑m

l =1
hil (23)    

• Step 8. Based on computing outcomes of £i, all the alternatives can be 
ranked. 

The alternative having greater distances from the negative-ideal 
solution is preferable. Hence, the best option is the one with the high-
est evaluation score. 

3. Results and discussion 

This section presents and discusses the results of the proposed eval-
uation and benchmarking framework for trustworthy AI applications in 

the healthcare domain. Section 3.1 describes the evaluation results of 
DM. Section 3.2 describes the results of the weight determination of 
trustworthy AI evaluation attributes using q-ROF2TL-FWZIC.Then, 
Section 3.3 presents the benchmarking results of benchmarking and 
ranking trustworthy AI healthcare applications using q-ROF2TL-CODAS. 

3.1. DM evaluation results 

This section presents the results of DM’s evaluation. The evaluation 
results are presented according to the following Table 5., The DM in-
cludes the 50 alternatives (A1 to A50) and seven criteria (C1 to C7) as 
mentioned in section 2.1., The numerical values in the cells of the matrix 
represent the evaluation score of each alternative for each criterion. 

3.2. Weighting results using q-ROF2TL-FWZIC 

This section presents the weights results of the evaluation attributes 
using the q-ROF2TL-FWZIC method developed in Section 2.2.1. The first 

dE(Qb,Qb) =
((

1
(g + 1)

•
⃒
⃒
(
Δ− 1(Sa,αa) • μa

)q
−
(
Δ− 1(Sb, αb) • μb

)q ⃒⃒

)q

+

(
1

(g + 1)
•
⃒
⃒
(
Δ− 1(Sa,αa) • υa

)q
−
(
Δ− 1(Sb,αb) • υb

)q ⃒⃒

)q )1/q

(18)   

dE(Qa,Qb) =

((
1

(g + 1)
•
⃒
⃒
(
Δ− 1(Sa, αa) • μa

)q
−
(
Δ− 1(Sb,αb) • μb

)q ⃒⃒

)q

+

(
1

(g + 1)
•
⃒
⃒
(
Δ− 1(Sa, αa) • υa

)q
−
(
Δ− 1(Sb,αb) • υb

)q ⃒⃒

)q )1/q

≤

((
1

(g + 1)
•
⃒
⃒
(
Δ− 1(Sa, αa) • μa

)q
−
(
Δ− 1(Sc,αc) • μc

)q ⃒⃒

)q

+

(
1

(g + 1)
•
⃒
⃒
(
Δ− 1(Sa,αa) • υa

)q
−
(
Δ− 1(Sc,αc) • υc

)q ⃒⃒

)q )1
q

= dE(Qa,Qc).

M.A. Alsalem et al.                                                                                                                                                                                                                             



Expert Systems With Applications 246 (2024) 123066

8

step in q-ROF2TL-FWZIC is the evaluation attributes identification (i.e., 
C1, C2…C7), and then the opinions of 3 specialist experts are collected 
regarding the significance level of each evaluation attribute by evalua-
tion form developed for this purpose, the collected preferences of ex-
perts are converted into an equivalent scoring scale as appeared in 
Table 2. After that, the EDM is built, as mentioned in the third step, as 
shown in Table 6. The values in Table 6 represent the significance level 
for each evaluation attribute according to the expert preference. Ac-
cording to Step 4, the EDM converted into q-ROF2TLS-EDM, as pre-
sented in Table 7, where the crisp values transformed to equivalent fuzzy 
numbers based on Table 2. Finally, the final weight is obtained after the 
defuzzification using Eq. (8). Table 8 presents the computed final 
weights of the seven evaluation attributes of trustworthy AI. 

The weighting results of the seven evaluation attributes based on the 
extended q-ROF2TL-FWZIC are shown in Table 8. The weight results are 
ordered from the most significant importance weight to the smallest one, 
where the most excellent importance weight (0.173566825) is that of 
C4, followed by C3 with an importance weight of (0.16933294) and C7 
with an importance weight of (0.154864455). C1 received the lowest 
importance weight (0.105741901), followed by C6 with an importance 
weight of (0.107250068). The weights of the remaining attributes are 
distributed in between. 

3.3. Benchmarking results using q-ROF2TL-CODAS 

This subsection presents the results of applying q-ROF2TL-CODAS 
for benchmarking and ranking trustworthy AI applications. According to 
the weights of the criteria presented in Table 8, the weighted normalized 
decision matrix can be calculated; after that, the negative-ideal solution 
is determined by using Eqs. (15), 16), and then Euclidean distance ED 
(Ed - Ei) and Taxicab Distances (TDs-Ti) are calculated by using Eqs. 
(19), 20) as presented in Table 9, and then building the relative 
assessment matrix RA by using Eqs. (21),22), finally using Eq. (23) to 
find the assessment scores (Н) of alternatives as presented in Table 10. 

As indicated in Table 10, A4 attains the highest assessment score, 
signifying its status as the top-performing option, followed by A5. 
Conversely, A13 receives the lowest assessment score, trailed by A50, 
while the remaining alternatives fall in between. 

3.4. Framework evaluation 

The following subsections describe the evaluation and testing pro-
cesses for the results of the proposed benchmarking framework, which 
integrates q-ROF2TL-FWZIC with q-ROF2TL-CODAS. These processes 
involve two assessment stages. 

3.5. Systematic ranking 

This section conducted a systematic ranking assessment to evaluate 
the results of the ranking of trustworthy AI applications. This process is 
well-established and has been performed in previous MCDM studies 
(Albahri et al., 2021; Qader et al., 2017). A validation of the bench-
marking results for trustworthy AI applications is conducted, it 
involving the procedures outlined as follows: 

• The decision matrix is sorted according to trustworthy AI applica-
tions’ final rank results.  

• The trustworthy AI applications are divided into five groups.  
• The mean and standard deviation (STD) for each group is calculated 

afterwards. 

Once the mean and STD have been computed for each of the five 
groups, it is necessary to compare these results. This step ensures the 
credibility of the systematic ranking and follows certain conditions 
based on the q-ROF2TL-CODAS method during the comparison process. 
In particular, the group with the lowest mean value signifies its validity. 

Table 5 
Evaluation Decision Matrix Results.   

Evaluation Attributes  

Alternative C1 C2 C3 C4 C5 C6 C7  

A 1 (Ho & Caals, 2021) 1 1 3 1 2 3 1  
A 2 (El-Sappagh et al., 2021) 1 1 1 5 1 5 1  
A 3 (Rostami & Oussalah, 2022) 1 1 1 5 1 4 1  
A 4 (Rahman et al., 2021) 3 3 4 1 4 5 1  
A 5 (Rahman et al., 2021) 1 1 1 5 4 5 1  
A 6 (Müller et al., 2020) 1 1 1 4 1 1 1  
A 7 (Lucieri et al., 2020) 1 1 1 4 1 2 1  
A 8 (Karim et al., 2022) 1 1 1 1 1 5 1  
A 9 (Larasati et al., 2021) 1 1 2 4 1 1 1  
A 10 (Rathi et al., 2021) 1 1 1 1 1 4 1  
A 11 (Du et al., 2022) 1 1 1 5 1 4 1  
A 12 (Zerka et al., 2020) 1 1 3 3 4 3 1  
A 13 (Wang et al., 2022) 1 1 1 1 1 3 1  
A 14 (Delacroix & Wagner, 
2021) 

1 1 1 1 1 3 5  

A 15 (Chou et al., 2022) 1 1 3 3 1 1 1  
A 16 (Shi et al., 2019) 1 1 3 3 1 1 1  
A 17 (Abou-Nassar et al., 2020) 1 1 1 3 4 4 1  
A 18 (Hussein et al., 2012) 1 1 1 1 1 4 1  
A 19 (Guiñazú et al., 2020) 1 3 3 1 1 3 1  
A 20 (Rehman et al., 2021) 1 1 1 3 3 3 1  
A 21 (Collins et al., 2022) 3 1 3 4 4 3 1  
A 22 (Kerasidou, 2021) 1 1 4 5 1 2 1  
A 23 (Nicora et al., 2022) 1 1 1 1 1 5 1  
A 24 (Zarour et al., 2020) 1 1 1 1 3 5 1  
A 25 (Sachan et al., 2021) 1 1 1 4 1 4 1  
A 26 (Lucieri et al., 2022) 1 1 1 4 1 3 1  
A 27 (Müller et al., 2022) 1 1 1 4 1 1 1  
A 28 (Arrieta et al., 2020) 3 1 3 4 3 3 1  
A 29 (Deperlioglu et al., 2022) 1 1 1 4 1 4 1  
A 30 (Setchi et al., 2020) 1 1 1 4 2 2 1  
A 31 (Angerschmid et al., 2022) 3 1 5 4 1 1 1  
A32 (Sheikh et al., 2021) 1 3 1 1 4 4 1  
A33 (Barclay & Abramson, 
2021) 

1 1 1 4 4 1 1  

A34 (Pal, 2020) 1 1 1 4 1 1 1  
A 35 (Holzinger et al., 2022) 1 1 1 4 3 4 1  
A 36 (Martínez-Agüero et al., 
2022) 

1 1 1 4 1 4 1  

A 37 (Saheb et al., 2021) 1 3 3 1 1 3 1  
A 38 (Balagurunathan et al., 
2021) 

1 1 1 3 1 4 3  

A 39 (Bania & Halder, 2021) 1 1 3 1 1 3 1  
A 40 (Saba et al., 2020) 1 1 1 1 3 3 1  
A 41 (Washington et al., 2020) 1 1 1 1 3 3 1  
A 42 (Leal et al., 2021) 1 1 1 4 4 3 1  
A 43 (Rieke et al., 2020) 1 1 1 1 3 3 1  
A 44 (Wenzel & Wiegand, 2020) 1 1 1 1 3 3 1  
A 45 (Oprescu et al., 2022) 1 1 3 1 4 4 1  
A 46 (Holzinger et al., 2021) 1 1 1 4 1 1 1  
A 47 (Séroussi et al., 2020) 1 1 1 4 3 1 1  
A 47 (González-Gonzalo et al., 
2022) 

3 1 3 3 4 4 1  

A 49 (Yang et al., 2022) 1 1 1 5 1 1 1  
A 50 (Abdar et al., 2023) 1 1 1 1 1 4 1 

C ¼ Evaluation attributes, A = Alternative (AI Healthcare Applications), C1= “Human 
agency and oversight”, C2= “Technical robustness and safety”, C3= “Privacy and 
data governance”, C4= “Transparency”, C5=“ Diversity, non-discrimination and 
fairness”, C6= “Societal and environmental well-being”, C7= “Accountability”.  

Table 6 
EDM.  

Expert C1 C2 C3 C4 C5 C6 C7 

E1 2 4 4 5 3 2 3 
E2 3 4 5 4 5 3 4 
E3 2 3 4 4 4 3 5  
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In the comparison process, and to further ensure the result validity ac-
cording to the q-ROF2TL-CODAS philosophy, the following conditions 
need to be met:  

• The mean of the first group is assumed to be the highest when 
checking result validity.  

• The mean of the first group must be higher than the mean of the 
second group.  

• The mean of the second group must be lower than the mean of the 
first group and higher than the mean of the third group.  

• This pattern continues for subsequent groups, where the mean of 
each group should be lower than the previous group and higher than 
the subsequent group. 

By fulfilling these conditions, the validity of the systematic ranking is 
ensured by the q-ROF2TL-CODAS approach. The validation results for 
the group outcomes obtained through the proposed methodology are 
displayed in Table 11. 

The group results were validated to assess the consistency and reli-
ability of the rankings. Table 11 presents the validation results for the 
groups G1, G2, G3, G4 and G5, along with their corresponding mean and 

standard deviation values. The mean values in each group represent the 
average performance or score of the alternatives within that group, 
while the standard deviation indicates the variability or dispersion of the 
scores within the group. These validation results serve as an indicator of 
the consistency and agreement among the group rankings. The ranking 
results of all groups were found to be consistent with the q-ROF2TL- 
CODAS philosophy comparison conditions. This was determined by 
comparing the mean values of the first group in each pre-processing 
approach to the mean results of the second group. In all ranks, the 
mean value of the first group was observed to be larger than the mean 
value of the corresponding second group. This consistent pattern was 
applied across all ranks, indicating a valid ranking. Additionally, the 
STD was used to measure the variability around the mean. Most data 
points were observed to fall within one STD of the mean. This suggests 
that the data points were relatively close to the mean value, indicating a 
certain level of consistency and stability in the ranking results. In sum, 
the mean and STD values based on the statistical validation results 
indicated that the groups ranking based on q-ROF2TL-CODAS results of 
the trustworthy AI applications were valid and systematically ranked. 
The second critical evaluation analysis is presented in the next section. 

4. Sensitivity analysis 

Sensitivity analysis estimates the influence of the most important 
criteria in terms of its relative weight on the alternative benchmarking 
results. Many related literatures such (Alamoodi et al., 2022; Alsalem 
et al., 2021; Albahri et al., 2022) have used sensitivity analysis as an 
assessment method to measure the sensitivity of the criteria’ weights 
and analyze its change. Based on the q-ROF2TL-FWZIC weights for the 
evaluation attributes of trustworthy AI (C1 to C7), a sensitivity analysis 
can be conducted to assess the impact of variations in weights on the 
overall rankings of the alternatives. This analysis helps in understanding 

Table 7 
Q-rof2tls-edm.  

Expert C1 C2 C3 C4 C5 C6 C7 

E1 (S2,0)(0.7,0.4) (S4,0)(0.7,0.4) (S4,0)(0.7,0.4) (S5,0)(0.8,0.3) (S3,0)(0.6,0.5) (S2,0)(0.7,0.4) (S3,0)(0.6,0.5) 
E2 (S3,0)(0.6,0.5) (S4,0)(0.7,0.4) (S5,0)(0.8,0.3) (S4,0)(0.7,0.4) (S5,0)(0.8,0.3) (S3,0)(0.6,0.5) (S4,0)(0.7,0.4) 
E3 (S2,0)(0.7,0.4) (S3,0)(0.6,0.5) (S4,0)(0.7,0.4) (S4,0)(0.7,0.4) (S4,0)(0.7,0.4) (S3,0)(0.6,0.5) (S5,0)(0.8,0.3)  

Table 8 
Final Weights.  

Evaluation Attributes Weight Fuzzy Weight 

C4  0.173566825 (S3,-0.0190)(0.6259,0.6290) 
C3  0.16933294 (S3,-0.0524)(0.6185,0.6351) 
C7  0.154864455 (S3,-0.1990)(0.6018,0.6554) 
C5  0.152337199 (S3,-0.2191)(0.5967,0.6592) 
C2  0.136906613 (S3,-0.3392)(0.5602,06829) 
C6  0.107250068 (S2,0.1939)(0.5352,0.7036) 
C1  0.105741901 (S2,0.0405)(0.5637,0.6799)  

Table 9 
Calculation of (EDs) Ei, (TDs) Ti, and Assessment Score.  

Alternative Ei Ti Assessment Score Alternative Ei Ti Assessment Score 

A1  0.06962731  0.02265817  − 2.667248699 A26  0.1080356  0.03257909  − 0.787359214 
A2  0.1862112  0.10260363  3.403739112 A27  0.08044423  0.02614479  − 2.09156601 
A3  0.16457754  0.0786079  2.251138712 A28  0.21631611  0.05828629  4.651165884 
A4  0.27027846  0.09852186  7.370410417 A29  0.13476546  0.04297967  0.595714777 
A5  0.26349483  0.12758648  7.118423217 A30  0.09506699  0.04008404  − 1.211881859 
A6  0.08044423  0.02614479  − 2.09156601 A31  0.20464648  0.08356291  4.125198092 
A7  0.08647992  0.03175642  − 1.694974769 A32  0.1492397  0.04583455  1.256467817 
A8  0.07595488  0.0408306  − 2.022317118 A33  0.15772787  0.05112764  1.69644532 
A9  0.08766158  0.03299244  − 1.612407348 A34  0.08044423  0.02614479  − 2.09156601 
A10  0.05432123  0.01683487  − 3.423666997 A35  0.17514817  0.05264197  2.48428733 
A11  0.16457754  0.0786079  2.251138712 A36  0.13476546  0.04297967  0.595714777 
A12  0.18050763  0.04944051  2.72193293 A37  0.07867507  0.01834738  − 2.335972143 
A13  0.02759137  0.00643429  − 4.759794397 A38  0.11368288  0.03087004  − 0.516958476 
A14  0.07810101  0.03212074  − 2.08920799 A39  0.06104024  0.01433055  − 3.24372205 
A15  0.07563262  0.01802336  − 2.494574988 A40  0.06797407  0.01609659  − 2.894265255 
A16  0.07563262  0.01802336  − 2.494574988 A41  0.06797407  0.01609659  − 2.894265255 
A17  0.17378862  0.05194483  2.409338642 A42  0.18531923  0.05756194  3.043849142 
A18  0.05432123  0.01683487  − 3.423666997 A43  0.06797407  0.01609659  − 2.894265255 
A19  0.07867507  0.01834738  − 2.335972143 A44  0.06797407  0.01609659  − 2.894265255 
A20  0.11015782  0.0262237  − 0.725735642 A45  0.16505374  0.04971398  2.014903318 
A21  0.25321704  0.07360684  6.448211604 A46  0.08044423  0.02614479  − 2.09156601 
A22  0.18124817  0.0879276  3.105343987 A47  0.12082693  0.03580709  − 0.142437076 
A23  0.07595488  0.0408306  − 2.022317118 A48  0.24168643  0.06798972  5.939341384 
A24  0.11633759  0.0504929  − 0.234732043 A49  0.11025631  0.06177303  − 0.471965842 
A25  0.13476546  0.04297967  0.595714777 A50  0.05432123  0.01683487  − 3.423666997  
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the robustness and stability of the decision-making process. Based on the 
q-ROF2TL-FWZIC weights for the evaluation attributes of trustworthy AI 
(C1 to C7), and to assess the impact of variations in these weights on the 
overall rankings of the alternatives. Amongst the ways on which sensi-
tivity analysis is conducted, an example can be done by decreasing 
weight by 50 %. This technique has been used in sensitivity analysis of 
decision-making processes, particularly in MCDM. It involves decreasing 
the weight by 50 % assigned to each evaluation attribute and distrib-
uting equally the remaining weight to the other evaluation attributes 
and observing the resulting changes in the q-ROF2TL-CODAS decision 
outcomes. In that regard, decision-makers can assess the sensitivity of 
the decision to changes in the importance of those evaluation attributes. 
This provides insights into the relative importance of evaluation attri-
butes and allows decision-makers to make informed decisions based on 
different weight scenarios. By performing weight decreasing and 
analyzing the resulting in q-ROF2TL-CODAS rank, decision-makers can 
gain a better understanding of the trade-offs between different evalua-
tion attributes and their impact on the final decision of the trustworthy 

AI applications. This information can assist in identifying critical eval-
uation attributes, exploring potential biases or uncertainties in the de-
cision process, and enhancing the overall robustness of the decision- 
making process. Table 12 reports the seven scenarios of new weights 
for evaluation attributes generated based on the philosophy of sensi-
tivity analysis. 

The extracted weights in Table 12 are employed to assess their 
sensitivity and their impact on the benchmarking of trustworthy AI 
applications. After applying these weights to the q-ROF2TL-CODAS 
method, Table 13 illustrates the variations in ranks, comparing the 
original q-ROF2TL-CODAS rank with the sensitivity analysis-based 
ranks, as visualized in Fig. 2. 

Fig. 2 shows ranks variation by different sensitivity analysis weights 
with the q-ROF2TL-CODAS method. By examining how the rankings 
change across different scenarios, decision-makers can better under-
stand the sensitivity of the outcomes to variations in weights and as-
sumptions. Based on the provided Table 13 and Fig. 2, it appears that the 
ranking results are relatively stable for certain trustworthy AI applica-
tions, while others show some variability across scenarios. Some dis-
cussion aspects are apparent, and following is a discussion of their 
results as follows.  

• Proposed Methodology: The rankings obtained from the proposed 
methodology represent the baseline scenario where the original 
weights are used. It serves as a reference point for comparing the 
rankings from the sensitivity analysis scenarios.  

• 1st Scenario: In this scenario, the rankings of some alternative’s 
changes compared to the proposed framework. Alternative A10 
moved from the 47th rank to the 46th rank, indicating an increase in 
its importance, while alternatives A14 moved from the 32nd rank to 
the 49th rank, indicating a decrease in its importance. Alternatives 
A15, A16, and A18 get higher significance in this scenario, where 
shifted from 39, 40, and 48 to 38, 39, and 47 respectively.  

• 2nd Scenario: In this scenario, most of the alternatives have change 
their order compared to the proposed framework. Alternative A21 
was 3rd rank in proposed framework be 1st rank in this scenario, that 
means its significance be increased, while the significance of the 
alternatives; A2, A3, A4, A5, A8 are decreased in this scenario 
compared to the proposed framework, where were in orders 7th, 
13th, 1st, 2nd, and 30th respectively in the proposed framework and 
be 11th, 14th, 2nd, 3rd, and 45th in this scenario.  

• 3rd Scenario: In this scenario, 20 % of the alternatives (A1, A4, A8, 
A13, A15, A16, A20, A21, A22, A23, A35) have same orders in rank 
compared to the proposed framework, remining alternatives get 
different orders in rank compared to the proposed framework.  

• 4th Scenario: This scenario has high variations from the proposed 
framework, where only 8 % of the alternatives (A4, A20, A21, A33) 
got same orders compared to the proposed framework, while 
remining alternatives get different orders.  

• 5th Scenario: In this scenario, 26 % of the alternatives (A6, A13, 
A20, A25, A27, A28, A29, A30) got same orders in rank compared to 
the proposed framework, while remining alternatives get different 
orders. 

Table 10 
Calculation of Assessment Score of alternatives.  

Alternative Assessment Score Alternative Assessment Score 

A1  − 2.667248699 A26  − 0.787359214 
A2  3.403739112 A27  − 2.09156601 
A3  2.251138712 A28  4.651165884 
A4  7.370410417 A29  0.595714777 
A5  7.118423217 A30  − 1.211881859 
A6  − 2.09156601 A31  4.125198092 
A7  − 1.694974769 A32  1.256467817 
A8  − 2.022317118 A33  1.69644532 
A9  − 1.612407348 A34  − 2.09156601 
A10  − 3.423666997 A35  2.48428733 
A11  2.251138712 A36  0.595714777 
A12  2.72193293 A37  − 2.335972143 
A13  − 4.759794397 A38  − 0.516958476 
A14  − 2.08920799 A39  − 3.24372205 
A15  − 2.494574988 A40  − 2.894265255 
A16  − 2.494574988 A41  − 2.894265255 
A17  2.409338642 A42  3.043849142 
A18  − 3.423666997 A43  − 2.894265255 
A19  − 2.335972143 A44  − 2.894265255 
A20  − 0.725735642 A45  2.014903318 
A21  6.448211604 A46  − 2.09156601 
A22  3.105343987 A47  − 0.142437076 
A23  − 2.022317118 A48  5.939341384 
A24  − 0.234732043 A49  − 0.471965842 
A25  0.595714777 A50  − 3.423666997  

Table 11 
Validation Results.  

Alternatives ID Groups Mean ± STD 

A4, A5, A21, A48, A28, A31, A2, A22, A42, A12 G1 2.4286 ± 1.0081 
A35, A17, A3, A11, A45, A33, A32, A25, A29, A36 G2 2.0000 ± 0.7361 
A47, A24, A49, A38, A20, A26, A30, A9, A7, A8 G3 1.7143 ± 0.6860 
A23, A14, A6, A27, A34, A46, A19, A37, A15, A16 G4 1.6286 ± 0.9454 
A1, A40A41, A43, A44, A39, A10, A18, A50, A13 G5 1.5143 ± 0.3315  

Table 12 
Generated Weights.  

Original weights C1 C2 C3 C4 C5 C6 C7   

0.105741901  0.136906613  0.16933294  0.173566825  0.152337199  0.107250068  0.154864455 
1st Scenario  0.05287095  0.145718438  0.178144765  0.18237865  0.161149024  0.116061893  0.16367628 
2st Scenario  0.117150785  0.068453306  0.180741824  0.18497571  0.163746083  0.118658953  0.166273339 
3st Scenario  0.119852979  0.151017691  0.08466647  0.187677904  0.166448277  0.121361147  0.168975533 
4st Scenario  0.120205803  0.151370515  0.183796842  0.086783413  0.166801101  0.12171397  0.169328357 
5st Scenario  0.118436667  0.149601379  0.182027706  0.186261592  0.076168599  0.119944835  0.167559221 
6st Scenario  0.114679406  0.145844118  0.178270445  0.182504331  0.161274705  0.053625034  0.16380196 
7st Scenario  0.118647272  0.149811984  0.182238311  0.186472196  0.16524257  0.12015544  0.077432227  
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• 6th and 7th Scenarios: the ranks getting in scenarios of 6th and 7th 
have high similarity compared to the ranks getting from proposed 
framework, where 6th scenario was 69 of alternatives got same or-
ders in rank compared to the proposed framework, and in 7th sce-
nario were 72 of alternatives got same orders in rank compared to the 
proposed framework. 

Overall, the sensitivity analysis demonstrates that the rankings of the 

trustworthy AI applications are influenced by the variation in weights 
assigned to the evaluation attributes. Different scenarios result in 
changes to the relative importance and positions of the frameworks. 
These sensitivity results emphasize the need for careful consideration of 
weights and the potential impact of different scenarios on the evaluation 
outcomes. They highlight the importance of examining the robustness of 
the rankings and the significance of individual evaluation attributes in 
the decision-making process. Researchers can use these sensitivity 

Table 13 
Ranks by Different Sensitivity Weights Scenarios.  

Alternatives Trustworthy AI applications Ranking Scenarios   

Proposed 
framework 

1st 
Scenario 

2nd 
Scenario 

3rd 
Scenario 

4rd 
Scenario 

5rd 
Scenario 

6rd 
Scenario 

7rd 
Scenario 

A1 App (Ho & Caals, 2021) 41 40 39 41 29 48 39 41 
A2 App (El-Sappagh et al., 2021) 7 7 11 5 14 6 7 5 
A3 App (Rostami & Oussalah, 

2022) 
13 13 14 9 17 10 13 13 

A4 App (Rahman et al., 2021) 1 1 2 1 1 3 2 2 
A5 App (Rahman et al., 2021) 2 2 3 2 4 1 1 1 
A6 App (Müller et al., 2020) 33 32 28 32 47 33 33 33 
A7 App (Lucieri et al., 2020) 29 29 27 28 46 28 29 29 
A8 App (Karim et al., 2022) 30 30 45 30 21 31 31 31 
A 9 App (Larasati et al., 2021) 28 28 24 27 44 30 28 28 
A10 App (Rathi et al., 2021) 47 46 47 43 36 41 47 47 
A11 App (Du et al., 2022) 14 14 15 10 18 11 14 14 
A12 App (Zerka et al., 2020) 10 10 9 16 8 13 10 10 
A13 App (Wang et al., 2022) 50 50 50 50 45 50 50 50 
A14 App (Delacroix & Wagner, 

2021) 
32 49 35 29 19 29 30 30 

A15 App (Chou et al., 2022) 39 38 32 39 40 46 37 39 
A16 App (Shi et al., 2019) 40 39 33 40 41 47 38 40 
A17 App (Abou-Nassar et al., 

2020) 
12 12 13 17 10 9 12 12 

A18 App (Hussein et al., 2012) 48 47 48 44 37 42 48 48 
A19 App (Guiñazú et al., 2020) 37 36 37 36 23 44 44 37 
A20 App (Rehman et al., 2021) 25 24 25 38 25 25 25 25 
A21 App (Collins et al., 2022) 3 3 1 4 3 2 3 3 
A22 App (Kerasidou, 2021) 8 8 7 8 15 17 8 7 
A23 App (Nicora et al., 2022) 31 31 46 31 22 32 32 32 
A24 App (Zarour et al., 2020) 22 22 36 24 12 21 22 22 
A25 App (Sachan et al., 2021) 18 18 20 12 26 18 18 18 
A26 App (Lucieri et al., 2022) 26 25 26 21 39 26 26 26 
A27 App (H. Müller et al., 2022) 34 33 29 33 48 34 34 34 
A28 App (Arrieta et al., 2020) 5 5 6 7 6 5 5 6 
A29 App (Deperlioglu et al., 

2022) 
19 19 21 13 27 19 19 19 

A30 App (Setchi et al., 2020) 27 27 23 25 42 27 27 27 
A31 App (Angerschmid et al., 

2022) 
6 6 4 3 9 15 6 9 

A32 App (Sheikh et al., 2021) 17 17 19 23 7 14 17 17 
A33 App (Barclay & Abramson, 

2021) 
16 16 10 22 16 12 16 16 

A34 App (Pal, 2020) 35 34 30 34 49 35 35 35 
A35 App (Holzinger et al., 2022) 11 11 12 11 13 8 11 11 
A36 App (Martínez-Agüero et al., 

2022) 
20 20 22 14 28 20 20 20 

A37 App (Saheb et al., 2021) 38 37 38 37 24 45 45 38 
A38 App (Balagurunathan et al., 

2021) 
24 26 34 18 20 23 23 23 

A39 App (Bania & Halder, 2021) 46 45 44 42 34 49 46 46 
A40 App (Saba et al., 2020) 42 41 40 46 30 37 40 42 
A41 App (Washington et al., 

2020) 
43 42 41 47 31 38 41 43 

A42 App (Leal et al., 2021) 9 9 8 15 11 7 9 8 
A43 App (Rieke et al., 2020) 44 43 42 48 32 39 42 44 
A44 App (Wenzel & Wiegand, 

2020) 
45 44 43 49 33 40 43 45 

A45 App (Oprescu et al., 2022) 15 15 16 20 5 16 15 15 
A46 App (Holzinger et al., 2021) 36 35 31 35 50 36 36 36 
A47 App (Séroussi et al., 2020) 21 21 17 26 35 22 21 21 
A48 App (González-Gonzalo et al., 

2022) 
4 4 5 6 2 4 4 4 

A49 App (Yang et al., 2022) 23 23 18 19 43 24 24 24 
A50 App (Abdar et al., 2023) 49 48 49 45 38 43 49 49  
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results to gain insights into the stability and reliability of the rankings 
and make informed decisions based on the variations observed. It pro-
vides a comprehensive understanding of the trustworthy AI applica-
tions’ performance under different weight distributions, enhancing the 
credibility and validity of the benchmarking results. 

5. Research implications 

This research presented several beneficial new knowledge and in-
sights for society, healthcare providers, and practitioners, the study 
confirmed the necessity of handling ethical and societal issues related to 
AI, this research also proposed a benchmarking framework that can 
enable users’ determination if the AI Applications compatible with the 
ethical and values standards of society. The proposed hybrid framework 
offers a novel evaluation and benchmarking approach of trustworthy AI 
systems in healthcare. The amalgamation of MCDM methods with the 
fuzzy environment facilitates an all-encompassing and dependable 
evaluation of AI systems according to their trustworthy attributes. The 
findings of the study offer insightful insights into the relative weight of 
trustworthiness attributes and the ranking of various AI healthcare 
systems. Adopting the proposed framework in evaluating healthcare- 
oriented AI applications based on fairness and accountability stan-
dards contributes to helping to obtain fair applications without bias or 
discrimination against any party. The proposed framework enables 
healthcare institutions to obtain AI applications that meet the re-
quirements of trustworthiness by comparing available AI-based 
Healthcare applications. Thus, it allows healthcare institutions to 
make the right decisions regarding their healthcare applications. The 
proposed approach considered security, privacy, and compliance issues 

in evaluating AI applications, which makes them comply with applicable 
legal and regulatory requirements. To sum up, this study’s implications 
generally focus on fostering several considerations such as transparency, 
confidence, ethical considerations, accountability, and responsible AI 
application deployment in healthcare. All that can make the users feel 
trust about integrating AI with healthcare applications and increase 
their acceptance of them, as well as enhance societal acceptance. 

6. Conclusion 

It is crucial to evaluate and benchmark AI-based healthcare appli-
cations in terms of trustworthiness. Confidence and satisfaction with AI 
healthcare applications are essential for delivering reliable services. The 
evaluation and benchmarking of the trustworthiness of these systems 
pose a significant challenge due to their complexity, involving qualita-
tive concepts and multiple evaluation attributes that must be considered 
simultaneously. This study aimed to develop a new MCDM framework 
based on the q-ROF2TL environment to evaluate and benchmark trust-
worthy AI applications in healthcare. 

To achieve this goal, the FWZIC method has been extended to a new 
version designed to operate within the q-ROF2TL environment, named 
q-ROF2TL-FWZIC. This method has been used for weighting the evalu-
ation attributes and integrated with q-ROF2TL-CODAS for bench-
marking the AI applications. The FWZIC method has been extended in 
this paper with q-ROF2TL, incorporating two types of distance mea-
surements, allowing for a comprehensive consideration of both ED and 
TD. Q-ROF2TL combines 2TL terms and q-ROF sets, enhancing the 
adaptability of q-ROFS. 

The combination of q-ROF2TL-FWZIC and q-ROF2TL-CODAS 

Fig. 2. Ranks Variation by Different Sensitivity Analysis Weights Scenarios with the q-ROF2TL-CODAS method.  
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techniques, along with sensitivity analysis, contributes to the robustness 
of the proposed MCDM mathematical model. This framework is inten-
ded to support the development of trustworthy healthcare AI applica-
tions and facilitate the transition toward trustworthy AI. By adopting 
evaluation attributes that encompass all components of AI trustworthi-
ness, the evaluation activities become more comprehensive, supporting 
precise decision-making regarding the trustworthiness of AI 
applications. 

The implications of this study center around promoting trans-
parency, confidence, ethical considerations, accountability, and 
responsible AI application deployment in healthcare. These consider-
ations aim to enhance user confidence in the use of artificial intelligence 
in healthcare and foster societal acceptance of such applications. 

Despite the contributions of this study, there are limitations. One 
limitation is the failure to consider the relative contribution or weight 
importance of each expert’s expertise or viewpoints. This oversight may 
potentially impact the final weighting of criteria and the selection of 
alternatives in the case study under investigation, as well as in pro-
spective future cases. A forthcoming endeavor involves addressing this 
issue by proposing a novel technique for assigning distinct weights to 
each expert, which can be used in determining criteria weights and 
subsequent alternative evaluations. 

In conclusion, the integration of additional fuzzy sets and precise 
fuzzy operators with the suggested MCDM techniques holds promise as a 
potential avenue for future research contributions. 
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