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Abstract. The delivery of Ambient Assisted Living services, specifically
relating to the smart-home paradigm, assumes that people can be pro-
vided with help, automatically and in real time, in their homes as and
when required. Nevertheless, the deployment of a smart-home can lead
to high levels of expense due to configuration requirements of multiple
sensing and actuating technology. In addition, the vast amount of data
produced leads to increased levels of computational complexity when
trying to ascertain the underlying behavior of the inhabitant. This con-
tribution presents a methodology based on feature selection which aims
to reduce the number of sensors required whilst still maintaining accept-
able levels of activity recognition performance. To do so, a smart-home
dataset has been utilized, obtaining a configuration of sensors with the
half sensors with respect to the original configuration.
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1 Introduction

The knock-on effects on ageing in society have now become widely appreciated.
Health services, pension services and informal care provision are all experiencing
increased levels of burden. A key focus, from a research perspective, has sub-
sequently been identified in the area of healthy ageing and wellbeing with goal
to deliver services which extend the period of time older persons can remain in
their own homes.

One of the most common diseases within this cohort are cognitive related such
as dementia. These illnesses are currently incurable, hence efforts are focused
towards delaying their progression. In the early stages of dementia, it is useful
to provide support in the form of prompting through the completion of activities
of daily living (ADL) in addition to offering a series of reminders for tasks such
as medication management, eating and grooming.

The advance in the miniaturization of electronic devices in addition to a
reduction in their cost, has created an environment whereby we are surrounded
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by embedded sensing technology. Ambient Intelligence (Aml) characterizes a
vision where humans are surrounded by computers [1]. The notion of a smart-
home follows this vision with an environment of embedded technology and pro-
cessing units with the ability to ascertain the behavior of its inhabitants.

At the core of this paradigm is the process of Activity Recognition (AR),
which gleans data from sensors embedded within the environment. Its main aim
is to identify the different actions and/or activities which are taking place at that
particular moment in time. Once the process recognizes the underlying activity
automated assistance, in for example the form of a prompt or warning can be
delivered through the smart environment itself.

Although there has been significant progress within the domain with promis-
ing results offer improvements in quality of life, it still remains expensive to
deploy a full configuration of sensors within the home environment. For this rea-
som, it is important to know which type of sensors and in which configuration are
essential to detect the key ADLs. Thus, optimizing the configuration of sensors
has the benefit to reduce costs from a technology perspective whilst having the
additional benefit of reducing computational complexity.

In this work we focus on identifying an optimal set of sensors capable of
detecting an inhabitants ADLs without a reduction in performance of the process
of AR.

The remainder of the paper is structured as follows: in Section 2, the basic
concepts of feature selection are reviewed. Section 3 presents the proposed
methodology and a case study is presented in Section 4. The paper concludes
with a Summary in Section 5.

2 Feature Selection

It is difficult to know, a priori, the relevant features which should be considered in
a classification problem. It is therefore usual to gather information from multiple
sources each having many features, in an effort to represent the domain as best
as possible. Such an approach produces redundant or irrelevant information [2].
In addition it has the effect of increasing the size of the dataset to be processed
hence increasing the computational complexity and potentially hindering the
learning processes and generalization capabilities of the classifier.

Reducing the number of irrelevant or redundant features, clearly improves
the time taken to deploy a learning algorithm and assists in obtaining a better
insight into the concept of the underlying classification problem [3]. Thus, Fea-
ture selection methods aim to select a subset of relevant features to reduce the
dimensionality of the classification problem without having a negative impact
on classification accuracy. So, feature selection attempts to select the minimally
sized subset of features according to the following criteria [4]: i) the classification
accuracy does not significantly decrease; ii) the resulting class distribution, given
only the values for the selected features, is as close as possible to the original
class distribution, given all features.

Dash and Liu categorized the two major steps of feature selection as being
the generation procedure and the evaluation function [4]:
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1. Generation Procedure The total number of competing candidate sub-
sets to be generated is 2V if the original feature set contains N number of
features. There are different approaches for solving this problem:

— Complete that carries out an exhaustive search for the optimal subset
according to the evaluation function used.

— Heuristic in which each iteration all remaining features yet to be selected
(rejected) are considered for selection (rejection).

— Random that sets a maximum number of possible iterations and usually
search fewer number of subsets than 2%V,

2. Evaluation Functions Normally, an evaluation function attempts to mea-
sure the discriminating ability of a feature or a subset to distinguish the
different class labels. There are several types of evaluation functions:

— Distance Measures have the idea that in a two-class problem, the most
preferred features are those which induce a higher difference between the
conditional probabilities of two classes. An example of this type of measure
is the Euclidean distance measure.

— Information Measures are based on the information gain. A feature is
preferred to another if the information gain from the first feature is higher
than the second.

— Dependence Measures in which a feature is preferred to another if the
correlation between the feature with a class is higher than the correlation
between another feature and the same class.

— Consistency Measures that deal with to find out the minimally sized subset
that satisfies the tolerable inconsistency rate, that is normally set by the user.
— Classifier Error Rate Measures that depend on the classifier itself in order
to perform the feature selection.

3 Sensor-Based AR Optimisation

In this Section the method used in the current study to optimize the config-
uration of sensors within a smart environment to improve AR performance is
presented. The motivation to reduce the number of sensors is two fold: firstly to
reduce costs from a technology perspective and second to reduce the computa-
tional complexity of the AR process.

First of all, it is necessary to clarify that the AR method to be consider
is sensor-based and data-driven [5]. Under the premise, the assumption is that
a sensor network will generate an interpretable dataset, which is then used as
the source to apply data mining and machine learning algorithms to recognise
the activities that have been recorded in the dataset.

In this contribution it is proposed a method, which initially applies feature
selection and subsequently the process of AR. Regarding the data-driven activ-
ity recognition, this proposal adds a pre-processing phase which applies feature
selection to the original dataset. This pre-processing aims to remove all sen-
sors that are irrelevant or redundant, hence avoiding unnecessary data. Once
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it is generated the sensor-reduced dataset, it is applied the activity recognition
procedure as in the general scheme, generating the results of the process.

The application of feature selection techniques, has a knock-on effects with
the process of AR. This is due to the fact that depending on the characteristics
of the data there are some algorithms which are more appropriate than others.

The most popular classifiers for AR have been described by Wu et al. describe
in [6] and include Naive Bayes (NB) [7], Support Vector Machines (SVMs) [§]
and Nearest Neighbor (NN) [9].

4 Case Study

This Section details the dataset used in the current study and the effects of the
feature selection on the overall accuracy of the AR process.

4.1 Activity Recognition Dataset

The case study presented in this contribution is based on a popular activity
recognition dataset [10]. The dataset was collected in the house in which 14
state-change sensors were installed. Each sensors had the ability to provide two
possible discrete values: 1 and 0, representing ON and OFF, respectively. Loca-
tions of sensors where on the doors of the apartment, cupboards, refrigerator
and a toilet flush sensor. Seven different activities were annotated.

4.2 Applying Feature Selection

We have applied feature selection using Weka[11]. In practice, the way to apply
feature selection is combining a generation procedure and an evaluated function
as outlined in Section 2.

In the current work a complete generation method, specifically Ezhaustive
Search[12] has been used. This generation method produces an optimal result
instead of the considerable computational cost.

Regarding the evaluation functions, Dependence and Consistency Measures,
were used generating one dataset from each function. We have used the depen-
dence function CFsSubSetEval[12], given that it produces a minimum subset of
sensors and a high correlation with the class to be classified. Furthermore, the
consistency function that we have used is ConsistencySubSetEval[12], because
this evaluator seeks the smallest subset with a consistency that is equal or less
as the consistency of the full attribute set.

Thus, applying the FEzhaustive Search and the ConsistencySubsetEval,
10-sensors dataset was produced and, applying the Exhaustive Search and Cfs-
SubsetEval, it is produced a 7-sensors dataset.



Feature Sub-set Selection for Activity Recognition 311

4.3 Classification Algorithms, Results and Discussion

A set of test were run using some popular classifiers used for AR. Among them,
we used NB, SVMs and NN classifiers as reference methods (refer to Section 3).
Apart from that, there are also used R+DRAH [13] and Decision Table (DT)[14]
were also considered, given these algorithms have been previously used to per-
form a process which reduces the number of sensors[15].

To evaluate the classifiers’ performance in different situations, we have exe-
cuted with a 10 fold Cross-Validation the original dataset (14 sensors) as well
as the two datasets resulting from the two optimizations: the dataset with 10
sensors and the dataset with 7 sensors. The obtained results are presented in
Table 1.

We can see how SVM has the highest level of accuracy with the full range
of sensors. Nevertheless, in the case of the 7 sensor dataset, the highest level
of classification was achieved for the R+DRAH. The approaches based on NN,
DT and R+DRAH improved their rates regarding the 10 sensors configuration.
This improvement is caused by cutting of the sensors that produce irrelevant or
redundant information, which act as noise, confusing the classifier.

Table 1. Results following 10 fold Cross-validation

[ Method [Original Dataset %[10 Sensor Dataset %7 Sensor Dataset %

NB 96.33 96.33 95.51
NN (k=10) 94.69 92.65 93.88
DT 95.51 94.69 95.92
SVM 96.73 97.14 95.1
R+DRAH 93.47 95.51 98.37

5 Concluding Remarks

This contribution presents a method to optimize the number of sensors required
to inform the process of activity recognition in a smart environment. Applying
this technique, the number of sensors was reduced, however the level of accu-
racy in the process of AR was maintained. This approach therefore provides a
potential reduction in cost from a technology perspective and secondly reduces
the computational complexity of the AR process. Regarding future works, we
aim to focus on the classification with unbalanced datasets, in order to know
how unbalanced data affects the process of AR.
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