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Group recommender systems (GRSs) recommend items that are used by groups of people because certain activities, such as listening to music, watching a movie, dining in a restaurant, etc., are social events performed by groups of people sharing their tastes, and their choices affect all of them. GRSs help groups of people making choices in overloaded search spaces according to all group members preferences. A common GRS scheme aggregates users preferences to generate a group preference profile. However, the aggregation process may imply a loss of information, negatively affecting different properties of the GRS such as diversity of group recommendations, which is an important quality factor because of such recommendations are targeted to groups formed by users with individual and possibly conflicting preferences. To avoid and manage the loss of information caused by aggregation, this paper proposes to keep all group members preferences by using hesitant fuzzy sets (HFSs) and interpreting such information like the group hesitation about their preferences that will be used in the group recommendation process. To evaluate the performance and rank quality of the HFS GRS proposal, a case study is carried out. © 2017 Wiley Periodicals, Inc.

1. INTRODUCTION

Frequently, people face situations where they have to choose among a large number of options: books, movies, restaurants, vacations, TV shows, etc. Recommender systems (RSs)1−3 assist people in these situations, in which the large amount of information makes it hard to find out the relevant items according to their tastes or necessities, by filtering useless items. In the literature, there are different types of
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RSs, being the most popular ones: (i) collaborative filtering (CF) RS,\textsuperscript{4–7} used in this research, (ii) content-based RS,\textsuperscript{8–11} and (iii) hybrid RS.\textsuperscript{12,13} The main differences among these approaches are the sources of information that they rely on to provide the recommendations.

The performance of RSs has been classically evaluated by accuracy metrics,\textsuperscript{2} but recently other features are getting more importance in the evaluation of RS, such as diversity,\textsuperscript{14} which measures how dissimilar the items recommended by the system are to the target user. The improvement of the diversity can lead to lower accuracy,\textsuperscript{15} hence a trade-off should be considered between them. Therefore, a RS should balance both features to provide quality recommendations.

RSs focus on recommending items to individuals. However, there are items with social features that are consumed by groups, e.g., some friends who want to eat at a restaurant, to choose a movie to watch, to select the holidays destination, etc. In these cases, the recommendations should satisfy not only to a unique individual but also to the whole group. To deal with issues introduced by group recommendations, group recommender systems (GRSs) propose solutions that have been widely explored in the literature.\textsuperscript{16–18}

A traditional GRS is based on classic RSs oriented to individuals, which are extended by means of aggregation mechanisms to address a group of users instead of a unique user. Unfortunately, aggregation processes may imply loss of useful information such as the distribution, diversity, or shape of the initial data. This loss of information can either bias or lead to wrong results. Therefore, an important challenge for GRSs would be to keep the maximum information about the group during the fusion of information for providing better recommendations. It is then necessary to find out and develop the right preference modeling and information fusion tools to achieve this goal in GRSs.

Hesitant fuzzy sets (HFSs), were introduced by Torra\textsuperscript{19} as an extension of fuzzy sets\textsuperscript{20} in which, given a reference set, the membership function does not provide only one value but a set of them, which provides a way of modeling hesitation. Hence, we can interpret the different users’ preferences of a group, for a given item, as the group hesitation about the preference of such an item.

Our proposal will consist of a hesitant group recommender model (HGRM), based on CF and HFS, which is able to recommend to a group of users, while it keeps all information avoiding the aggregation process. This proposal will be evaluated and compared with traditional GRSs by a case study on a widely used data set for RSs and discussing then the results obtained from different points of view, such as accuracy and diversity. The results show several improvements of our proposal compared to the baseline.

This paper is structured as follows. Section 2 provides a background of GRSs and HFSs. Section 3 introduces in further detail our proposal of a HGRM. Section 4 shows a case study performed to evaluate the proposal and discuss the findings. Finally, Section 5 concludes the paper.
2. PRELIMINARIES

This section reviews the main concepts regarding HFSs and GRSs, which are necessary to understand our proposal.

2.1. Group Recommender Systems

A GRS works with a set of users, \( U = \{u_1, \ldots, u_q\} \), a set of items, \( I = \{i_1, \ldots, i_m\} \), and a set of ratings, \( R = \{r_{i1}, \ldots, r_{ij}, \ldots, r_{qm}\} \), where \( r_{ij} \) is the rating of the user \( u_i \) for the item \( i_j \), expressed in the domain interval \( D = [d_{\text{min}}, \ldots, d_{\text{max}}] \). Besides, there is a group of users, \( G = \{u_1, \ldots, u_n\} \subset U, n << q \), which is the target group; without loss of generality, we will consider that \( G \) are the first \( n \) users of \( U \).

Typically, a GRS is based on traditional RS approaches, but GRSs can cope with additional issues that do not appear on recommendation targeted to individuals. Some authors present new challenges that a GRS should cope with.\(^{16,17} \) As aforementioned, our proposal is focused on the traditional CF RS,\(^6 \) which recommends to the target user the items that others with similar tastes liked in the past. User profiles, obtained from rating history, are compared to measure the similarity among users. Given a target user, the strategy is to find his/her nearest neighbors and combine their profiles to discover and rank the most suitable items (see Figure 1).

The most widely used approach for GRSs is a CF GRS based on a CF RS in which an aggregation process is added.\(^{21,22} \) Regarding when the aggregation process is applied, there are different approaches for CF GRS\(^6 \) (see Figure 2):

(a) **Aggregating individual preferences**: The users’ preferences, stated by their ratings, \( \{r_{ij}\} \), are aggregated to obtain the group’s preferences. The rest of steps are the same as for a CF RS (see Figure 2a)).
Figure 2. Three approaches for CF GRS.

(b) Aggregating individual predictions: The similarity measure is applied individually to each user, $u_i$, using an algorithm to find the $K$ nearest neighbors (KNN), obtaining individual user predictions. These ones are aggregated to obtain a group recommendation. The process finalizes like a CF RS (see Figure 2b).

Our aim is to develop a GRS approach without an aggregation process following the scheme shown in Figure 2c.

One of the most popular approaches for GRSs aggregates the individual preferences as shown in Figure 2a, known as a pseudo-user approach. Once a group profile represents a summary of users profiles, any traditional recommendation approach can be applied. There exist many aggregation strategies to obtain a group profile, highlighting the following ones:

- **Mean**: The average of the ratings is one of the most intuitive aggregation strategy regarding fairness. The group rating $r_{Gj}$, for the item $i_j$, is calculated as

$$ r_{Gj} = \frac{1}{n} \sum_{i=1}^{n} (r_{ij}) $$
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• Root mean squared (RMS): Every rating is taken into account but high ratings have more weight than low ratings.

\[ r_{Gj} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (r_{ij})^2} \]

• Least misery: When the priority of the GRS is to reduce the possibility of a user unsatisfied with the recommendations, the minimum aggregation is used.

• Average without misery: Averaging individual ratings, after excluding items with individual ratings that are under a certain threshold.

Aggregation always implies a summarization of original information that can imply the loss of information from different points of view such as distribution, diversity, or shape of data. This loss of information can either bias or lead to wrong results regardless of the aggregation operator as can be seen in the following examples:

1. If the mean aggregation is used, the following cases are indistinguishable: (a) user \( u_1 \) rates 6 to item \( i_1 \) and user \( u_2 \) rates 5, mean: 5.5, (b) user \( u_1 \) rates 10 to item \( i_1 \) and user \( u_2 \) rates 1, mean: 5.5. Taking into account this group rating for the item \( i_1 \) (5.5 in both situations), the GRS can recommend an item \( i_2 \) similar to \( i_1 \). However, the two situations are pretty different: in situation (a) both users should be satisfied with the recommended item (they like item \( i_1 \), similar to \( i_2 \)), but in situation (b) the user \( u_2 \) would probably be unsatisfied because he/she dislikes \( i_1 \), although user \( u_1 \) would be quite satisfied.

2. The minimum operator, used in least misery and average without misery aggregation operators, is also commonly used in GRS, because it tries to minimize the misery of members to satisfy most users of the group. However, it has an important drawback, mainly for large groups. In this case, only one low rating is enough to penalize an item, because the group rating is the minimum of the whole set of ratings. For large groups, it is likely that every item has at least one low rating and, therefore, the group profile associated with a large group would be mainly composed by negative ratings, leading to low-quality recommendations.23

Our aim is to propose a new group recommender model that keeps all group ratings (\( n \) ratings for each item, being \( n \) the size of the user group) instead of only one aggregated rating for each item, removing the aggregation stage to avoid the loss of information. To do so, we will use the concept of HFSs, which is introduced in the coming section.

### 2.2. Hesitant Fuzzy Sets for Group Recommendations

A HFS is an extension of fuzzy sets24,25, which is defined by a function that returns a set of membership degrees for each element in the domain.

**Definition 1.19** Let \( X \) be a reference set, a HFS on \( X \) is a function \( h \) that returns a nonempty subset of values in \([0,1] \):

\[ h : X \rightarrow \wp([0,1]) \]
Moreover, a HFS can be defined as a set of fuzzy sets.

**Definition 2.**\(^{19}\) Let \( M = \{\mu_1, \ldots, \mu_n\} \) be a set of membership functions. The HFS associated with \( M \), \( h_M \), is defined as

\[
h_M : X \to \wp([0, 1])
\]

\[
h_M(x) = \bigcup_{\mu \in M} \{\mu(x)\}
\]

(Xia and Xu\(^{26}\) completed the original definition of HFS including the concept of hesitant fuzzy element (HFE), which is a particular subset of values in \([0,1]\) for a particular \( x \in X \).

**Definition 3.**\(^{26}\) Let \( X \) be a reference set, an HFS on \( X \) can be represented as

\[
E = \{(x, h_E(x)) : x \in X\}
\]

and the set of values \( h_E(x) \), for a particular \( x \in X \), is called a HFE, which denotes the possible membership degrees of the particular element \( x \).

In this way, for each item in \( X \) we have a HFE, that is, a set of membership values in \([0,1]\). In our case, the hesitation comes from the cardinality of the group: For each item, we have not a unique rating but a set of \( n \) ratings, one for each user.

For applying HFSs in group recommendations, it would be necessary to extend some functions defined for crisp values or fuzzy sets. Torra and Narukawa\(^{27}\) proposed an extension principle that allows to export operations from fuzzy sets to HFS.

**Definition 4.**\(^{27}\) Let \( E = \{H_1, \ldots, H_n\} \) be a set of \( n \) HFS and \( \Theta \) a function, \( \Theta : [0, 1]^n \to [0, 1] \), we then export \( \Theta \) on fuzzy sets to HFSs defining

\[
\Theta_E = \bigcup_{y \in H_1(x) \times \ldots \times H_n(x)} \{\Theta(y')\}
\]

Particularly, this principle has been applied to the Pearson correlation coefficient (PCC),\(^{28,29}\) a function widely used in RSs. Gonzalez-Arteaga et al.\(^{30}\) extended the PCC, noted as \( \rho \), to the hesitant Pearson correlation coefficient (HPCC), \( \rho_{HFS} \). Figure 3 shows an example of this situation. Given two valuations, \( X \) and \( Y \), and three items, \( i_1 \), \( i_2 \), and \( i_3 \), the goal is to measure the correlation between both valuations. Owing to the hesitation that might appear to rate each item, instead of providing only one value, a HFS is used to represent each valuation. The correlation between \( X \) and \( Y \) is measured by HPCC.

**Definition 5.** Let \( X \) and \( Y \) be two HFSs on \( S \) and \( h_X(s_i) \times h_Y(s_i) \) be the collection of all pairs of HFEs,

\[
\left((h_X(s_i))^{(j)}, (h_Y(s_i))^{(k)}\right)
\]
where \( j \in \{1, \ldots, l_X(s_i)\} \) and \( k \in \{1, \ldots, l_Y(s_i)\} \), being \( l_X(s_i) \) and \( l_Y(s_i) \) the cardinals of \( h_X(s_i) \) and \( h_Y(s_i) \), respectively.

The set of all pairs HFEs for each \( s_i \in S \) is given by

\[
R_{HFS} = \bigcup_{s_i \in S} h_X(s_i) \times h_Y(s_i)
\]

(5)

where \( i \in \{1, \ldots, n\} \).

The number of pairs of values in \( R_{HFS} \) is computed as

\[
|R_{HFS}| = \sum_{i=1}^{n} (l_X(s_i) \times l_Y(s_i))
\]

(6)

DEFINITION 6.30 Let \( X \) and \( Y \) be two HFSs on \( S \), the HPCC, \( \rho_{HFS} \), is defined as follows:

\[
\rho_{HFS} (X, Y) = \frac{SSC(h_X, h_Y)}{\sqrt{SS(h_X)} \sqrt{SS(h_Y)}}
\]

(7)

where \( SSC \) corresponds to the covariance of both sets and is defined as

\[
SSC (h_X, h_Y)
= \sum_{i=1}^{n} l_X(s_i) l_Y(s_i) \sum_{j=1}^{l_X(s_i)} \sum_{k=1}^{l_Y(s_i)} \left( (h_X(s_i))^{(j)} - \overline{h_X} \right) \left( (h_Y(s_i))^{(k)} - \overline{h_Y} \right),
\]

(8)

being \( \overline{h_X} \) and \( \overline{h_Y} \) the arithmetic mean of the corresponding values of the first and second elements of the pairs, respectively.

\[
\overline{h_X} = \frac{1}{|R_{HFS}|} \sum_{i=1}^{n} l_Y(s_i) \left( \sum_{j=1}^{l_X(s_i)} \left( h_X(s_i) \right)^{(j)} \right)
\]

(9)
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$$\bar{h}_Y = \frac{1}{|R_{HFS}|} \sum_{i=1}^{n} l_X(s_i) \left( \sum_{j=1}^{l_Y(s_i)} (h_Y(s_i))^{(j)} \right)$$  (10)

And $SS(h_X)$ and $SS(h_Y)$ correspond to the standard deviation of the respective sets, defined as

$$SS(h_X) = \sum_{i=1}^{n} l_Y(s_i) \left( \sum_{j=1}^{l_X(s_i)} ((h_X(s_i))^{(j)} - \bar{h}_X)^2 \right)$$  (11)

$$SS(h_Y) = \sum_{i=1}^{n} l_X(s_i) \left( \sum_{j=1}^{l_Y(s_i)} ((h_Y(s_i))^{(j)} - \bar{h}_Y)^2 \right)$$  (12)

This measure is used in the proposed GRS with the aim of improving the recommendations quality.

3. HESITANT GROUP RECOMMENDER MODEL

Here, a new proposal for group recommendation based on CF GRS and HFS is introduced. When the target of a CF RS is not only one user but a group of them, the strategy to find the nearest neighbors is adapted to deal with groups instead of individual users, by finding the nearest neighbors to a group of users. In this way, the proposal changes the traditional KNN algorithm, which uses a classic correlation measure, by another one that uses the correlation coefficient HPCC.

The proposed model fits into the GRS scheme shown in Figure 2c, because it uses a modified KNN algorithm, based on HPCC, which does not imply an aggregation process since it computes the similarity between the target group and the neighbors using the whole set of group ratings. The general scheme of the proposal, HGRM, is depicted in Figure 4, which is divided into three phases:

1. Similarity measure with HPCC. The modified KNN algorithm, using HPCC, provides a set of KNN for the group $G$.
2. Rating prediction. Once the neighborhood of $G$ is computed, the system is able to predict ratings for the group according to the ratings of the KNN.
3. Group recommendation. The top $N$ items with the highest prediction are recommended to the group.

The remainder of this section is structured as follows. First, Section 3.1 introduces the notation used in the proposal. Afterwards, each phase of the HGRM scheme is explained in further detail. Section 3.2 describes how HPCC is used to find the neighborhood of the group. Section 3.3 explains how the prediction is computed. Finally, Section 3.4 shows how to provide the recommendation.
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3.1. Notation

A CF GRS works with the following information:

- \( U = \{u_1, \ldots, u_q\} \) is a set of users.
- \( I = \{i_1, \ldots, i_m\} \) is a set of items.
- \( R = \{r_{i_11}, \ldots, r_{i_jj}, \ldots, r_{i_mj}\} \) is a set of ratings, where \( r_{ij} \) is the rating of the user \( u_i \) for the item \( i_j \).
- \( D = [d_{\text{min}}, \ldots, d_{\text{max}}] \) is the domain interval that users utilize for rating items. The most used domain is the 1–5 stars scale.
- \( G = \{u_1, \ldots, u_n\} \subset U \) is the target group, with \( n \ll q \).
- \( G^c = \{u_{n+1}, \ldots, u_q\} = G \setminus U \) is the complementary set of \( G \).

Besides, the proposed HGRM will deal with two types of profiles represented by HFSs:

- The group’s profile is defined by a HFS, \( X_G \), to deal with the multiplicity of ratings provided by the members of group \( G \), for each item. \( X_G \) is a HFS for the group profile that includes the whole set of ratings of the group \( G \)
  \[
  X_G = \{(i_j, h_X(i_j)) : i_j \in I\}
  \]
  \[
  h_X : I \rightarrow \wp([0, 1])
  \]
  \[
  h_X(i_j) = \left\{ \frac{r_{ij}}{d_{\text{aux}}} \right\} \text{ for } i = 1, \ldots, n
  \]
- \( Y_k \) is a HFS for the user profile, \( u_k \in G^c \). This is a HFS composed only by one membership.
function, that is a special case of a HFS.

\[ Y_k = \{ (i_j, h_Y(i_j)) : i_j \in I \} \]

\[ h_Y : I \to 2^{\mathbb{R}^+} \]

\[ h_Y(i_j) = \left\{ \frac{r_{kj}}{d_{\text{max}}} \right\} \]

Both, \( h_X(i_j) \) and \( h_Y(i_j) \) are sets; therefore, to refer to an element of the set, superscripts are used. For instance, \( (h_X(i_j))^{(z)} \) refers to the \( z \)th element of the set.

### 3.2. Similarity Measure with HPCC for KNN

The KNN algorithm is implemented by using HPCC instead of a traditional similarity measure. It calculates the similarity between the profile of a group \( G \) and users in \( G^c \) (see Figure 5).

Given a group \( G \) and a user \( u_k \in G^c \), HPCC (see Equation 7) measures the similarity between their profiles, defined as two HFSs, \( X_G \) and \( Y_k \).

\[
\rho_{\text{HFS}}(X_G, Y_k) = \frac{SSC(h_X, h_Y)}{\sqrt{SS(h_X)} \sqrt{SS(h_Y)}} \tag{13}
\]
where

\[ SSC(h_X, h_Y) = \sum_{j=1}^{m} \sum_{z=1}^{n} ((h_X(i_j))^{(c)} - \overline{h_X})((h_Y(i_j))^{(1)} - \overline{h_Y}) \]

\[ \overline{h_X} = \frac{1}{n \cdot m} \sum_{j=1}^{m} \sum_{z=1}^{n} (h_X(i_j))^{(c)} \]

\[ \overline{h_Y} = \frac{1}{m} \sum_{j=1}^{m} (h_Y(i_j))^{(1)} \]

and

\[ SS(h_X) = \sum_{j=1}^{m} \sum_{z=1}^{n} ((h_X(i_j))^{(c)} - \overline{h_X})^2 \]

\[ SS(h_Y) = n \cdot \sum_{j=1}^{m} ((h_Y(i_j))^{(1)} - \mu_Y)^2 \]

The KNN algorithm will provide a list of the KNN to the group \( G \) noted as \( NNG \), i.e., users \( u_k \) who maximize \( \rho_{HFS}(X_G, Y_k) \). Given that negative correlations do not lead to good results, only users with positive correlations to the group are considered for the neighborhood.

The HGRM has been developed and tested in two different versions:

- **Standard** version. This is the one described in the previous formulas. The whole set of ratings has been considered, which can include duplicated ratings.
- **No-duplicate** version. It works with unique ratings, deleting repeated ones: if there are two or more users who give the same rating for an item, the system considers only one of these ratings.

### 3.3. Rating Prediction

Once \( NNG \) has been obtained, the system combines their ratings to compute the predictions. According to the traditional CF approach, recommended items are the best rated items of the KNN. There are two main prediction approaches to compute the predicted rating for a given item, according to\(^6\)

- **Direct prediction**: Predictions are obtained directly from the ratings of the nearest neighbors, weighted by their similarity to the target group. To obtain values correctly scaled, the equation is normalized by dividing by the sum of the neighbors’ similarities.

\[
\text{pred}(G, i_j) = \frac{\sum_{u_k \in NNG} \rho_{HFS}(X_G, Y_k) \cdot r_{sj}}{\sum_{u_k \in NNG} \rho_{HFS}(X_G, Y_k)}
\]
Compensated prediction: Optimistic users may rate favorite items with four or five stars, whereas pessimistic ones rate with two or three stars. To compensate the ratings scale variations, the deviation from users ratings averages is used. This is the prediction used in our case study.

\[ \text{pred}(G, i_j) = \bar{r}_G + \frac{\sum_{u_k \in NN_G} \rho_{HFS}(X_G, Y_k) \cdot (r_{kj} - \bar{r}_k)}{\sum_{u_k \in NN_G} \rho_{HFS}(X_G, Y_k)} \]  

where \( \bar{r}_G \) is the average value of the set of ratings \( \{r_{ij}\} \), being \( u_i \in G \), and \( \bar{r}_k \) of the set \( \{r_{kj}\} \), for each item \( i_j \).

3.4. Group Recommendation

Finally, the system recommends an ordered list \( \tilde{I} \) consisting of the top \( N \) items with the highest predicted ratings.

\[ \tilde{I} = ((\tilde{i}_1, \tilde{r}_1), \cdots, (\tilde{i}_N, \tilde{r}_N)) \]  

where \( \tilde{r}_j = \text{pred}(G, \tilde{i}_j) \) and \( \tilde{r}_j \geq \tilde{r}_k \) for each \( j < k \).

4. CASE STUDY

This section presents a case study to evaluate the proposed HGRM by comparing it with a classical GRS model.

4.1. Experiment Description

The HGRM model is compared with two versions of the traditional GRS (see Figure 2a): (a) using the \textit{Mean} function for aggregating user ratings and (b) using the \textit{RMSMean} function for this aggregation process (see Section 2.1). Moreover, the evaluation has been performed for the two versions of the HGRM described previously: \textit{standard} and \textit{no-duplicate}. Thus, four models have been compared:

- \textit{Mean}: Traditional GRS with \textit{Mean} aggregation.
- \textit{RMSMean}: Traditional GRS with \textit{RMSMean} aggregation.
- \textit{HGRM}: It is the standard version of the proposed model.
- \textit{HGRM no-dup.}: It is the no-duplicate version of the proposal.

Outcomes of the system is a list \( \tilde{I} \) of \( N \) recommended items, testing with \( N \in \{3, 4, 5, 6\} \), for the sake of clarity, only the results for \( N = 5 \) are shown. The results of each evaluation measure have been calculated for 20 executions, and each execution with a 5-cross fold validation.
4.2. Data Set

The data set used for evaluating the proposal is the ml-100k\textsuperscript{a}, which consists of 1682 items, 943 users, and 100k ratings. Users evaluate items by using a five stars domain, being one star the minimum value and five stars the maximum one (ratings are normalized to deal with HFS).

The MovieLens data set does not contain information about the groups; therefore, they could be selected using three different group formations:

- **Random groups**: Random group formation matches the situation of a number of users who group to do an activity.\textsuperscript{32}
- **Similar groups**: Users group following the principle of homophily, that is, the groups are formed by users with similar features, such as interests, beliefs, education, or age.
- **Dissimilar groups**: Users group following the principle of heterophily, that is, the groups are formed by users with diversity of features.

Our study is focused on random groups, which is the most challenging type of groups for GRSs.

Different group sizes have been considered in the experiments, ranging from 1 to 500 users. But for the sake of clarity, only the results for groups of size 20, 25, 50, 100, 200, and 500 are shown.

4.3. Evaluation Measures

We aim at evaluating the GRSs from different points of view: accuracy, rank quality, and diversity. Hence, three widely used evaluation measures: normalized root mean squared error (NRMSE), normalized discounted cumulative gain (NDCG), and intra list similarity (ILS), are used respectively.\textsuperscript{33,34}

We stated the hypothesis for our proposal that keeping all information from group members by avoiding aggregation processes, the GRS performance will improve taking into account different properties.

Hence, to validate our hypothesis the four approaches for group recommendation are compared by using the following evaluation measures:

- **NRMSE**\textsuperscript{35} is a quantity commonly used to calculate the accuracy of a RS, which measures how close predictions are to the true ratings. As aforementioned, the evaluation has been done using 5-cross fold validation, where, for each recommended item, we have the predicted value \(\tilde{r}_i\) and the real value \(r_i\).

\[
NRMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tilde{r}_i - r_i}{d_{\text{max}} - d_{\text{min}}} \right)^2}
\]  

(17)

- **NDCG**\textsuperscript{36} measures the ranking quality through the utility or gain of a recommendation list. It provides a quantity of the performance of a recommendation system based on the graded relevance of the recommended entities. It ranges from 0.0 to 1.0, with 1.0
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representing the ideal ranking of the entities.

\[
DCG = \sum_{i=1}^{N} \frac{\tilde{r}_i - 1}{\log_2(i + 1)}
\]

\[
NDCG = \frac{DCG}{IDCG}
\]  

(18)

where IDCG is the ideal or maximum possible value of DCG and the relevance of a recommended item is its predicted rating \(\tilde{r}_i\). The other measures considered, NRMSE and ILS, are measures to minimize. Therefore, for consistency of the results, we use \(1 - NDCG\) rather than NDCG.

- ILS\(^{37}\). Diversity is an important ingredient to user satisfaction, in any RS. This metric intends to capture the similarity of a list, referred to all kinds of features that describe items. The less similarity, the more diversity of the recommendation.

\[
ILS(i) = \frac{\sum_{i,j \in I} \sum_{i,j \neq k} \text{cosine}(v_i, v_k)}{2}
\]  

(19)

where \(v_i\) and \(v_k\) are, respectively, characteristic vectors of items \(i_j\) and \(i_k\) built using the singular value decomposition (SVD)\(^7\) with 20 features.

Therefore, we will analyze initially these three properties in our case study according to the previous metrics. But as it was mentioned in the Introduction, a GRS should balance these properties, because they can be conflicting among them, to achieve better recommendations from a more general and realistic point of view and not only from accuracy viewpoint. Hence, after the analysis of each property we will also present a study about their combination to balance these three properties.

### 4.4. Results

In this section, the results obtained for the different approaches are shown and analyzed to evaluate the performance of our proposal. This analysis considers the accuracy and diversity for each approach and then analyzes their performance regarding the combination of both properties for the group recommendation.

Tables I and II show results for NRMSE and 1-NDCG, respectively. The results are shown for group sizes ranging from 20 to 500. These measures should be minimized, i.e., the lower value, the better.

<table>
<thead>
<tr>
<th></th>
<th>Size 20</th>
<th>Size 25</th>
<th>Size 50</th>
<th>Size 100</th>
<th>Size 200</th>
<th>Size 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.25558</td>
<td>0.25572</td>
<td>0.25620</td>
<td>0.25665</td>
<td>0.25747</td>
<td>0.25890</td>
</tr>
<tr>
<td>RMSMean</td>
<td>0.25561</td>
<td>0.25576</td>
<td>0.25624</td>
<td>0.25669</td>
<td>0.25751</td>
<td>0.25894</td>
</tr>
<tr>
<td>HGRM</td>
<td>0.25591</td>
<td>0.25609</td>
<td>0.25659</td>
<td>0.25702</td>
<td>0.25781</td>
<td>0.25926</td>
</tr>
<tr>
<td>HGRM no-dup.</td>
<td>0.25603</td>
<td>0.25620</td>
<td>0.25676</td>
<td>0.25728</td>
<td>0.25815</td>
<td>0.25996</td>
</tr>
</tbody>
</table>
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These tables show that the four approaches have an identical performance in ranking quality (1-NDCG) and with differences less than one thousandth for accuracy (NRMSE).

Once the proposal has been evaluated regarding the NRMSE and NDCG, the diversity of the group recommendations is taken into account by measuring the ILS of the recommendations.

Table III shows the results of ILS in which HGRM and HGRM no-dup. show a clear tendency, the bigger the group size the better the diversity. Consequently, we can conclude that all approaches perform identically regarding ranking quality, there are small differences in accuracy and significant differences in diversity in favor of the HGRM proposals when the group size grows up, which validates our hypothesis for big groups.

Additionally, according to our view of balancing different GRS properties to obtain better recommendations from a global point of view, it can be considered that ranking quality can be ignored in this case study because all approaches perform identically. However, accuracy and diversity should be balanced to show the performance of the four approaches. We then propose to this analysis a convex combination in which different weights, \( \alpha \), can be assigned to each property:

\[
\text{NRMSE} \cdot \alpha + \text{ILS} \cdot (1 - \alpha)
\]

The quotient \( \text{ratio} = \alpha/(1 - \alpha) \) provides the importance rate of accuracy over diversity. The combined metric facilitates the comparison of GRSs taking into account both properties at the same time.

The models have been evaluated with different values for \( \alpha \), which determines the relative importance of the accuracy over the diversity. We have set \( \alpha \in \{0.75, 0.50, 0.25\} \) to combine the measures, giving more importance to the accuracy (\( \text{ratio} = 3/1 \)), equal importance to both (\( \text{ratio} = 1/1 \)), and less importance to the accuracy with respect to the diversity (\( \text{ratio} = 1/3 \)), respectively.
results for each $\alpha$ are shown in Tables IV, V and VI, respectively. In the same way, Figures 6a–6c show the results for the three different combinations.

As it can be observed for all $\alpha$ values used, HGRM and HGRM no-dup. achieve a remarkable difference as compared to the traditional models as the group size increases, showing clear improvements for group size greater than 100 users. This difference suggests that the improvements of HGRM and HGRM no-dup. in terms of diversity of the recommendations do not have a negative influence in the accuracy of the system.

We can conclude that HGRM and HGRM no-dup. properly balance the accuracy and diversity when recommending to large groups, making them suitable for recommendations in contexts in which the relative importance of accuracy over diversity is less or equal to 3. These results confirm our hypothesis, which is that keeping all information from group members by avoiding aggregation processes, the GRS performance will improve taking into account different properties.

Remark 1. We have just focused on random groups in this section, but we carried out the same experiments for similar and dissimilar groups. Obtaining similar comparative performance among the different algorithms, but on the one hand, for similar groups the performance of each algorithm is better because it is easier to recommend to groups of users with similar interests. On the other hand, for dissimilar groups it
Figure 6. Results for NRMSE: $\alpha + ILS \cdot (1 - \alpha)$.

(a) $\alpha = 0.75$

(b) $\alpha = 0.50$

(c) $\alpha = 0.25$
is more difficult to satisfy the members; hence, the results for dissimilar groups are worse than previous ones. These trends are consistent for all group sizes explored.

5. CONCLUSIONS

This paper has proposed a model of GRSs based on HFSs to model the hesitation of group preferences, which avoids the aggregating process and the bias of information associated with it. To evaluate and validate the better performance of the proposal, a case study has been carried out on a GRS based on CF and it shows improvements using HFS in RSs for large groups randomly formed, mainly regarding diversity in recommendations.

The diversity of recommendations is a desired property in GRSs for large groups because members may have either different or conflicting interests; therefore, recommending diverse items increases the possibility of all members being satisfied with at least one item.

The case study reveals that the proposed model based on HFSs enhances the diversity of the recommendations as long as group size increases. Additionally, a mixed metric of accuracy and diversity presents remarkable improvements for different relative importance of accuracy over diversity. Hence, the new proposal not only provides accurate recommendations but also obtains recommendations composed of diverse items increasing the group members satisfaction regarding the recommended items.

The promising results obtained by the use of HFSs in GRSs encourage us to further research about their application in other types of GRSs, such as content based or hybrid GRSs, as a future work.
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