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Abstract

The use of linguistic information implies in
most cases the need for using fusion processes
to obtain aggregated values that summarize
the input information. One important lim-
itation of the fuzzy linguistic approach ap-
pears when fusion processes are applied to
problems in which the linguistic information
is assessed in linguistic term sets with dif-
ferent granularity of uncertainty, this type of
information is denoted as multi-granularity
linguistic information. In this contribution,
taking as the base the 2-tuple fuzzy linguistic
representation model and its computational
technique, we shall present a method for eas-
ily dealing with multi-granularity linguistic
information in fusion processes.

Keywords: Linguistic variables, fusion processes,
granularity of uncertainty, multi-granularity linguistic
information.

1 Introduction

In some occasions we find decision-making problems
that present several sources of information to qualify a
phenomenom. When these phenomena present quanti-
tative aspects they can be assessed by means of precise
numerical values, however when the aspects presented
by the phenomena are qualitative, then it may be dif-
ficult to qualify them using precise values. So, the use
of the fuzzy linguistic approach [9] has shown itself as
a good choice to model these phenomena, due to the
fact that it represents qualitative aspects with qual-
itative terms by means of linguistic variables. The
use of the fuzzy linguistic approach implies comput-
ing with words (CWW), in the specialized literature,
three different linguistic computational techniques can
be found [1, 2, 3, 7]. The first one is based on the
Extension Principle [1, 3] that acts on the linguistic
terms through computations on the associated mem-
bership functions, the second method or Symbolic one
[2] acts by direct computations on the labels and the

third method uses the 2-tuple fuzzy linguistic repre-
sentation model [7] and acts on numerical values asso-
ciated with the fuzzy linguistic 2-tuples. These com-
putational techniques provide linguistic operators for
CWW.

An important aspect when the fuzzy linguistic ap-
proach is used, is to determine the ”granularity of un-
certainty”, i.e., the cardinality of the linguistic term
set used to assess the linguistic variables. Depending
on the uncertainty degree held by a source of informa-
tion qualifying a phenomenon, the linguistic term set
will have more or less terms. Then, in those problems
with several sources of information each source could
express its knowledge by means of linguistic term sets
with a different granularity of uncertainty from the
other ones. In these situations we shall denote this
type of information as multi-granularity linguistic in-
formation.

In decision-making problems with multi-granularity
linguistic information the fuzzy linguistic approach to-
gether with the first two linguistic computational tech-
niques mentioned present an important limitation be-
cause in these computational methods, neither a stan-
dard normalization process nor fusion operators are
defined for this type of information. Therefore, it
highly complex to solve this type of problems using
these methods and the results obtained are expressed
in domains far removed from the initial ones[5, 6].

The aim of this contribution is to present an easy selec-
tion model for decision-making problems with multi-
granularity lingusitic information using as a base the
2-tuple fuzzy linguistic representation model [7], to-
gether with the multi-granularity linguistic informa-
tion fusion ideas presented in [5, 6]. So, we shall
present a selection model that obtains the solution set
of alternatives according to the following two steps:

1. A fusion process for multi-granularity linguistic in-
formation based on the 2-tuple representation: For ob-
taining collective performance values for each alterna-
tive.

2. A selection process: For obtaining a solution set of
alternatives.



2 Preliminaries

Here, we shall present the scheme of a multi-expert
decision-making problem with multi-granularity lin-
guistic information for a better comprehensiveness of
the notation used in the selection model and introduce
the different methods for CWW.

2.1 Multi-expert Decision-Making Problem

An MEDM problem can be defined as follows. Let
X ={z1,22,...,2,} (n > 2) be a finite set of alterna-
tives to be qualified according to a finite set of experts
P ={p1,p2,...,pm} (m > 2). Each expert p; provides
a linguistic performance value u¥ for each alternative
Zj.

Given that we shall deal with multi-granularity linguis-
tic term sets in decision-making problems, we assume
that each expert p; may use a different linguistic term
set S; to express the performance values. The linguis-
tic term sets {S;, Vi} may have a different granularity
and/or semantics. Therefore, for each expert p;, the
performance profile of the alternatives is defined as a
linguistic fuzzy choice subset defined over X and as-
sessed linguistically on S;:

pi — ('uzl”’uzn)

pieS; Si={sh,...,si.} ie{l,...,m}

where g; + 1 is the cardinality of S;.

2.2 Linguistic Computational Methods

The linguistic variables are used in processes of CWW
that imply their fusion, aggregation, comparison, etc.
To perform these computations there are three mod-
els in the literature. (i) The model based on the Ex-
tension Principle, (ii) the symbolic one and (iii) the
model based on the 2-tuple fuzzy linguistic representa-
tion model. Here we briefly review the first two models
and we shall describe in depth the last one.

1. The linguistic computational methods based on the
Eaxtension Principle [1, 3]. These methods use the ex-
tended arithmetic, based on the Extension Principle
[4], on the membership functions associated to the lin-
guistic terms to make linguistic computations.

2. The linguistic computational symbolic models [2].
These methods do not use the membership functions
of the labels to perform the computations, but they
use the order index and properties of such linguistic
assessments to make direct computations on labels.

3. The 2-tuple Fuzzy Linguistic Representation Model
[7]. Tt is based on symbolic methods and takes as
the base of its representation the concept of Symbolic
Translation. It represents the linguistic information by
means of a 2-tuple, (s, a), where s is a linguistic term
and « is a numerical value that supports the value of
the symbolic translation.

Definition 1. The Symbolic Translation of a linguis-
tic term s; € S = {so,...,85} is a numerical value
assessed in [—.5,.5) that supports the "difference of
information” between a counting of information B as-
sessed in [0, g] obtained after a symbolic aggregation
operation (acting on the order index of the labels) and
the closest value in {0,...,g} that indicates the index
of the closest linguistic term in S (s;).

From this concept we develop a linguistic representa-
tion model which represents the linguistic information
by means of 2-tuples (r;, «;), r; € S and «; € [—.5,.5).
r; represents the linguistic label center of the informa-
tion and «; is the Symbolic Translation.

This linguistic representation model defines a set of
functions to make transformations among linguistic
terms, 2-tuples and numerical values:

Definition 2. Let s; € S be a linguistic term, then its
equivalent 2-tuple representation is obtained by means
of the function 6 as:

6:S— (S z[-0.5,0.5))

9(81) = (81,0)/81 €S

Definition 3. Let S = {so,...,s4} be a linguistic
term set and 8 € [0, 9] a value supporting the result of
a symbolic aggregation operation, then the 2-tuple that
expresses the equivalent information to B is obtained
with the following function:

A :]0,9] — Sz[-0.5,0.5)

i = round(p)
a € [-.5,.5)

where round is the usual round operation, s; has the
closest index label to 737 and "a” is the value of the
symbolic translation.

Definition 4.Let S = {so, ..., 54} be a linguistic term
set and (s;, ) be a linguistic 2-tuple. There is always
a A™Y function, such that, from a 2-tuple it returns
its equivalent numerical value 3 € [0, g].

At Sz[—.5,.5) — [0, 9]

Al (spa)=ita=4

Together with the fuzzy linguistic 2-tuple representa-
tion model a wide range of 2-tuple aggregation opera-
tors were developed [7], such as, the extended LOWA,
the extended weighted average, the extended OWA,
etc. The use of these extended aggregation operators
is neccesary for the development of our fusion method
in order to combine the information.



3 Selection Model

3.1 A Fusion Process for Multi-Granularity
Linguistic Information based on the
2-tuple Representation Model

We want to obtain for each alternative, z;, a collective
performance value expressed by means of a linguistic
2-tuple. To do this, we shall develop a fusion process
with the following steps:

1. Making the information uniform (Normaliza-
tion process). In this step the multi-granularity lin-
guistic input information is unified into ”fuzzy sets”
in a Basic Linguistic Term Set (BLTS).

2. Transforming fuzzy sets into 2-tuples. Here
we shall transform the above uniform fuzzy sets in the
BLTS into 2-tuples based on the symbolic translation
assessed in the BLTS.

3. Fusion of 2-tuples. Once the performance values,
i; are expressed by 2-tuples assessed in the BLTS, we
shall apply a 2-tuple fusion operator to them in order
to obtain collective performance values expressed by
means of 2-tuples assessed in the BLTS.

4. Backward step. The 2-tuples obtained by the
fusion method are assessed in the BLTS, it can be dis-
tant from the expression domains used by the sources
of information. Therefore, it may be interesting to of-
fer the option to make an approach of the collective
performance values to the initial domains for a better
comprehensiveness of them. This step is not neccesary
it is simply convenient.

Subsequently, we shall present in depth each step of
the fusion process.

3.1.1 Making the Information Uniform

With a view to manage the information we must make
it uniform, i.e., the multi-granularity linguistic infor-
mation must be transformed into a unified linguistic
term set, called BLTS and denoted as Sp. Before
defining a transformation function into this BLTS, St,
we have to decide how to choose S7. We consider
that St must be a linguistic term set which allows us
to maintain the uncertainty degree associated to each
expert and the ability of discrimination to express the
performance values. With this goal in mind, we look
for a BLTS with the maximum granularity. We take
into consideration two possibilities:

1. When there is only one term set with the maximum
granularity, then, it is chosen as Sp.

2. If we have two or more linguistic term sets with
maximum granularity then, St is chosen depending
on the semantics of these linguistic term sets, finding
two possible situations to establish Sp:

(a) All the linguistic term sets have the same seman-
tics, then St is any one of them.

(b) There are some linguistic term sets with different
semantics. Then, St is a basic linguistic term set with
a larger number of terms than the number of terms
that a person is able to discriminate (normally 11 or
13, see [8]). We define a BLTS with 15 terms simmet-
rically distributed.

We use a transformation function which represents
each linguistic performance value as a fuzzy set de-
fined in the BLTS, St.

Definition 5 [5]. Let A = {lp,...,l,} and St =
{co,...,cq} be two linguistic term sets, such that, g >
p. Then, a multi-granularity transformation function,
Tas, 1S defined as

TAST :A—)F(ST)

TAST( ) = {(ckaak) /k € {0 "79}}’ VI; € A
aj, = max mian{ pu; (), pe,, () }

where F(St) is the set of fuzzy sets defined in St, and
wi; (y) and ., (y) are the membership functions of the
fuzzy sets associated to the terms l; and cp, respec-
tively.

We shall denote each s, 5, (1*/) as 7/, and represents
each fuzzy set of performance, %/, by means of its
respective membership degrees, i.e.,

ri = (aoj,...,agj).

3.1.2 Transforming Fuzzy Sets into 2-tuples

So far, we have unified the multi-granular linguistic in-
formation transforming each performance value ” u*”
into a fuzzy set by means of 7s,s,(u*) over the ba-
sic linguistic term set Sr, such that, 7s,5,(u¥) =
{(co,aOJ (cg,ad)}. The fuzzy sets are complex
to manage. There?ore we shall use the 2-tuple fuzzy
linguistic representation model to represent this infor-
mation. To do so, we shall define the function x that
computes a value § € [0, g] that supports the informa-
tion in the fuzzy set 7s,5, (u*).

Definition 6. Let 75,5, (l;) = {(co,ad), ..., (cq, aé)}
be a fuzzy set that represents a linguistic term l; € S;
over the basic linguistic term set Sp. We shall obtain
a numerical value, that supports the information of the
fuzzy set, assessed in the interval [0, g] by means of the
following function:

X:F(ST) — [O,g] .
V(rsisn (1) = 2207 _ g

C_at
j=0 7

This value (3 is easy to transform into a linguistic 2-
tuple using the function A (Definition 3). Therefore,
we have unified the input information with linguistic
2-tuples assessed in St transforming the fuzzy sets,

r¥ | by means of the functions xy and A:

A(x(Ts;s7 (1)) = Alx(r)) = (s, )"



where s, € Sp and a € [-.5,.5) is the value of the
symbolic translation.

3.1.3 Fusion of 2-tuples

Now the performance values, p;;, are modeled by
means of linguistic 2-tuples assessed in S, (sg,)¥,
and our objective is to aggregate this information to
obtain collective values for each alternative ;.

In [7] a wide range of 2-tuple linguistic aggregation
operators were presented, therefore, to aggregate the
2-tuples, (sg, a)", we shall choose one of these linguis-
tic 2-tuple aggregation operators and we shall apply
it for combining the 2-tuples, obtaining as a result an
aggregated linguistic 2-tuple assessed in St.

Formally, it can be expressed as:

FO((slha)lj: ey (sk)a)nj)) = (Slﬁa)j

where FO is any 2-tuple fusion operator, and (s, )’
is the collective performance value for the alternative,
z;, that we are looking for.

3.1.4 The Backward Step

This is an optional step in the fusion process. It may
be that the collective 2-tuples assessed in St is ex-
pressed in a expression domain distant from the do-
mains used by the information sources. In these situa-
tions to offer the possibility of making an approach to
the initial expression domains, for improving the com-
prehensiveness of the results, might be appropiate. To
accomplish the backward step we shall present:

1. A new representation for the linguistic information
using 2-tuples based on the ”degree of membership”,
i.e., 2-tuples whose first component is a linguistic label
and the second one is a value assessed in [0, 1] that
indicates the degree of membership of the counting of
information represented in the linguistic term.

2. A process that obtains a 2-tuple (s}, ), with s €
S; and a € [—.5,.5) based on the symbolic translation,
from two 2-tuples based on the degree of membership
assessed in a domain different from S;.

3.2 Selection Process

The objective of the decision process is to find a set
of alternatives with the best ones. To do so, a selec-
tion process is applied to the collective , preferences
obtained in the above step using a choice degree. The
choice degree rank the collective values. Then, the
solution set of alternatives will be composed by the
collective value/s with maximum performance value
according to the choice degree applied.

4 Concluding Remarks

In this paper we have presented a fusion method based
on the 2-tuple fuzzy linguistic representation that al-

lows us to easily deal with multi-granularity linguistic
information in fusion processes.

In the future, we shall extend this method to be able to
deal with numerical information and multi-granularity
linguistic information.
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