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Abstract

In this paper, the consensus process
in group decision making (GDM)
problems with multi-granular lin-
guistic information is addressed.
Consensus reaching process is an it-
erative discussion process where a
group of experts try to achieve a
high level of agreement before mak-
ing a decision. During the consensus
process an expert can decide not to
change his/her opinions like a strat-
egy to impose his/her preferences.
The aim of this paper is to propose a
penalization mechanism in order to
minimize the effects of this type of
behavior. The mechanism takes into
account the expert’s weight or im-
portance when the “group” opinion
is calculated. The expert’s impor-
tance is updated during the consen-
sus process according to expert’s be-
havior.

Keywords: Consensus, multi-
granular linguistic information,
group decision making, penaliza-
tion.

1 Introduction

A GDM problem may be defined as a deci-
sion situation where a group of individuals
or decision makers (e.g., experts, judges, ...)
should choose the best alternative/s to solve
the problem among a set of possible alterna-
tives. Different approaches based on fuzzy

methods have been proposed in the litera-
ture to deal with this kind of decision mak-
ing [4, 12]. Usually GDM problems have been
solved carrying out Selection Processes where
it is obtained a solution set of alternatives
from the preferences given by the experts [1].
However it may happen that some experts
consider that their preferences have not been
taken into account to obtain the final solu-
tion, and hence they do not agree with it. To
avoid this situation, it is suitable to carry out
a consensus process (see Figure 1) where the
experts discuss and change their preferences
in order to reach a sufficient agreement be-
fore applying the selection process [2, 5].
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Figure 1: Resolution process of a GDM prob-
lem

In this kind of decision problems, traditionally
the experts have provided their preferences by
means of quantitative assessments, however,
due to the increase of the complexity of the
social-economic environments where the un-
certainty is present, a linguistic approach may
be more suitable. The use of linguistic assess-
ments in decision making is appropriate when
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i) a decision should be made under time pres-
sure and lack of data [8], ii) many of the at-
tributes are intangibles or they can not be as-
sess by means of quantitative values [10] and
iii) an expert has limited his/her capacity of
information processing [6]. For example when
the “design” or “comfort” of a car is being
evaluated, linguistic terms like “fast”, “very
fast”, “slow” could be preferred instead of nu-
merical values [9]. The uncertainty that arises
when we try to evaluate aspects of qualitative
nature has been successfully addressed by the
Fuzzy Linguistic Approach and the concept of
linguistic variable [15]. A linguistic variable
is defined as a variable whose values are not
numbers but words or sentences in a natural
or an appropriate artificial language.

In GDM problems it is possible that the ex-
perts belong to different research areas each
other and therefore they have different de-
gree of knowledge about the problem. In such
cases, it seems logical the experts can use
different linguistic term sets to express their
preferences. A GDM problem under these cir-
cumstances is considered as a problem defined
in a multi-granular linguistic context [10], be-
ing this the kind of problem tackled in this
contribution.

In the literature, several approaches to au-
tomate the consensus reaching process have
been proposed [3, 7, 13]. In all them, an
operation to get the group opinion is car-
ried out. This group or collective prefer-
ence is obtained by aggregating the individ-
ual preferences. Usually the consensus pro-
cesses are carried out into impartiality envi-
ronments [14] where all the experts’ prefer-
ences are considered with the same impor-
tance. However, may happen expert’s objec-
tive is not to achieve a real agreement but to
impose his/her own individual opinions in or-
der to increase his/her personal interests or
benefits. Indeed, an expert can decide not to
change the preferences like a strategy to en-
hance his/her preferences. In order to prevent
this type of malicious behavior into the con-
sensus reaching process, a penalization mech-
anism could be used.

In this work, we propose an initial approach

to a penalization mechanism for consensus
reaching processes defined into multi-granular
linguistic context. This mechanism will be
incorporated to the model presented in [11].
The purpose of this mechanism is to prevent
that any expert tries to manipulate the con-
sensus reaching process by imposing his/her
opinions. To do so, we propose to modify
the computation of the collective preferences
using an importance degree for each expert.
This value will be updated during the con-
sensus reaching process according to the ex-
perts follow the recommended changes by the
model in order to achieve the agreement.

This contribution is organized as follows. In
the Section 2 we briefly review the GDM prob-
lems with multi-granular information and the
consensus reaching model. In the Section 3
the preferences penalization mechanism is set
out. Section 4 shows the mechanism perfor-
mance by means of example and in the Section
5 we draw some conclusions.

2 Preliminaries

2.1 A Multi-granular Linguistic
GDM Problem

Let us focus on GDM problems defined on
multi-granular linguistic contexts. A GDM
problem may be defined as a decision mak-
ing process where two or more experts, E =
{e1, e2, . . . , em} (m ≥ 2), try to choose the
best alternative/s from a set of alternatives
X = {x1, x2, . . . , xn} (n ≥ 2). An usual
preference structure used by the experts to
give their opinions is the preference relation,
Pei ⊂ X×X, where each value pjk

i of the ma-
trix represents the preference of alternative xj

over the alternative xk according the expert
ei [1].

Into a linguistic context the experts use lin-
guistic terms to assess their preferences, µPei

:
X ×X → S, where S = {s0, s1, . . . , sg} is an
appropriate linguistic term set characterized
by its cardinality or granularity, #(S) = g+1.
The granularity represents the discrimination
level among different degrees of uncertainty.
Moreover, S must have the following proper-
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ties [10]:

1. The set S is ordered: si ≥ sj , if i ≥ j.

2. There is the negation operator:
Neg(si) = sj such that j = g − i.

The semantics of the terms is represented by
means of fuzzy numbers defined on the [0,1]
interval. One way to characterize a fuzzy
number is using a representation based on pa-
rameters of its membership function [15]. For
example, the following semantics, depicted in
Figure 2, can be assigned to a set of seven
terms via triangular fuzzy numbers:

P = Perfect = (.83, 1, 1) V H = V ery High = (.67, .83, 1)
H = High = (.5, .67, .83) M = Medium = (.33, .5, .67)
L = Low = (.17, .33, .5) V L = V ery Low = (0, .17, .33)
N = None = (0, 0, .17).

N VL L M H VH P

0 0.17 0.33 0.5 0.67 0.83 1

Figure 2: A set of seven linguistic terms

The ideal situation of a linguistic GDM prob-
lems would be one where all the experts use
the same linguistic term set S to provide their
preferences. However, in some cases, experts
may belong to distinct research areas and
have different knowledge levels about the al-
ternatives. In consequence, preferences will
be expressed using linguistic term sets with
different granularity, which means that ap-
propriate tools to manage and model these
multi-granular linguistic information become
essential [10].

In this paper, we deal with multi-granular lin-
guistic GDM problems, where each expert ei

may give his/her preferences using preference
relations Pei

= (pjk
i ), pjk

i ∈ Si, and each
Si = {si

0, . . . , s
i
g} has different cardinality.

2.2 Consensus Model for
Multi-granular Linguistic GDM
Problems

Here, we briefly describe the consensus model
proposed for GDM problems with multi-
granular linguistic information. For a further
review see [3, 11].
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Figure 3: Consensus model with multi-
granular linguistic information

This model is composed of four phases (see
Figure 3):

1. Making the linguistic information uni-
form. In this phase, the multi-granular
linguistic preferences are unified into a
single linguistic domain in order to might
work with them. To unify the multi-
granular linguistic information, transfor-
mation functions are defined.

2. Computation of consensus degrees. In
this phase, the model computes the con-
sensus degrees among the experts. The
agreement is obtained at level of pairs of
alternatives, alternatives and preference
relations.

3. Consensus control. In this phase the level
of agreement reached is checked. As re-
sult, the model decides to continue or to
finish the consensus reaching process.

4. Production of advice. In this phase, prox-
imity measures to identify the furthest
experts’ preferences are calculated. To
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get them, first one the model obtains
a group opinion by aggregating the in-
dividual preferences. As we shall se-
quently see, in this contribution we pro-
pose to modify the aggregation operation
by incorporating a preferences penaliza-
tion strategy. Afterward, the model runs
a guidance advice system based on a
set of direction rules to recommend the
changes in the experts’ preferences. By
means of a feedback mechanism, the ex-
perts must apply these suggestions to
make their preferences closer and so to
increase the level of agreement in the fol-
lowing consensus round.

3 Preferences Penalization
Mechanism

As we said before, the purpose of the consen-
sus reaching process is to achieve an agree-
ment before making a decision. This process
consists of several rounds where the experts
discuss and change their preferences accord-
ing to suggestions given by a moderator, in
our case by the guidance advice system. In
any discussion process whose objective is to
achieve the consensus, experts should be will-
ing to change their preferences. However, it
may happen some experts keep in mind to
impose their preferences and then they de-
cide not to modify their opinions. In order
to prevent this type of malicious behavior, we
have incorporated in the model a penalization
mechanism.

In the literature different penalization strate-
gies have been proposed. For instance, to pe-
nalize each expert according to the score given
about the preferences, in particular about
those that expert considers as unacceptable
[14]. Another strategy is to apply a constant
penalization value which does not depend on
the assessments given.

In view of so possibilities, in this contribution
we have decided to apply an increasing pe-
nalization mechanism. That is, if an expert
does not apply the changes of preferences sug-
gested by the model, then his/her preferences
will be penalized. The penalization value will

be increased in each round in which the expert
does not follow the recommendations given by
the consensus model. Indeed, whether an ex-
pert refuses to change their preferences sev-
eral times, we could think the expert does not
want to reach an agreement but to impose
their preferences. In such a case, the pref-
erences of that expert will not be considered
into the consensus process from that moment.

To carry out the penalization mechanism, ini-
tially the model assigns each expert the same
weight or importance. The expert’s impor-
tance value, called Ird

i (rd represents the cur-
rent round number), will be decreased when
the expert does not change his/her prefer-
ences according to model’s suggestions. So,
in the first consensus round all the experts
have the same importance, i.e., I1

i = 1
m , i =

1 . . . , m, while from the second round Ird
i will

take a value according to the following expres-
sion:

Ird
i = Ird−1

i − Ird−1
i · nr

max times
(1)

where nr is the number of times that ei has
refused to make the changes and max times is
the maximum number of times that an expert
can make it. The max times value will be
fixed in advance.

In order to understand the penalization mech-
anism performance, it is necessary to review
some features of the consensus model pro-
posed in [11]:

i) Due to we deal with multi-granular lin-
guistic information, in the unification
phase, all the experts’ preferences are
transformed into fuzzy sets, p̃lk

i , defined
on a single domain denoted as ST =
{s0, . . . , sg} [10],

p̃lk
i = τSiST

(plk
i ) = {(sh, αlk

ih) | h = 0, . . . , g}
αlk

ih = max
y

min{µplk
i

(y), µch
(y)}.

where at least ∃ αlk
ih > 0 and ∀ αlk

ih ∈
[0, 1].

To simplify the representation, we shall
only use the membership degrees to de-
note each fuzzy set p̃lk

i ,

p̃lk
i = (αlk

i0, . . . , α
lk
ig)
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ii) Assuming all experts have the same im-
portance, a collective preference relation
is computed, P̃ec = (p̃lk

c ), by aggregating
all the uniformed individual preferences
relations {P̃e1 , . . . , P̃em},

p̃lk
c = ψ(p̃lk

1 , . . . , p̃lk
m)

where
p̃lk

c = (αlk
c0, . . . , α

lk
cg)

and
αlk

cj = ψ(αlk
1j , . . . , α

lk
mj),

using as aggregation operator ψ the
arithmetic mean. Collective preference
relation represents the group opinion and
it is used to identify the furthest experts’
preferences.

iii) The model computes the centre of grav-
ity of the information contained in each
fuzzy set p̃lk

i = (αlk
i0, . . . , α

lk
ig), called cen-

tral value:

cv(p̃lk
i ) =

∑g
h=0 h · αlk

ih∑g
h=0 αlk

ih

, (2)

being h the position of αlk
ih into the fuzzy

set

Here, in this contribution, we propose to sub-
stitute the current aggregation operator by
another one which considers the experts’ im-
portance in each consensus round. So, when
an expert is more important than another,
this importance should be reflected on the col-
lective preference value obtained from the ag-
gregation operation. To do so, we suggest to
use as aggregation operator a weighted aver-
age which takes into account the expert’s im-
portance degree, Ird

i , in each round. Now,
given that plk

c = (αlk
c0, . . . , α

lk
cg) is a fuzzy set,

each αlk
cj will be calculated as:

αlk
cj =

∑m
i=1 Ird

i · αlk
ij∑m

i=1 Ird
i

(3)

4 Penalization Mechanism
Application

In this section we show the penalization mech-
anism performance. To do so, we shall use the

example proposed in [3]. A investment com-
pany wats to invest a sum of money among
four possible industrial sectors:

• Car industry: x1

• Food company: x2

• Computer company: x3

• Arms industry: x4

Four experts from different departments are
consulted. Each expert uses a linguistic term
set with a different semantic (see Table 1) to
express his/her preferences:

• e1 and e2 provide their preferences by us-
ing a linguistic term set of granularity 5,
C.

• e3 provides preferences using a linguistic
term set of granularity 9, A.

• e4 provides preferences using a linguistic
term set of granularity 7, B.

Set A Set B Set C

a0 = (0, 0, 0.13) b0 = (0, 0, 0.17) c0 = (0, 0, 0.25)
a1 = (0, 0.13, 0.25) b1 = (0, 0.17, 0.33) c1 = (0, 0.25, 0.5)
a2 = (0.12, 0.25, 0.38) b2 = (0.17, 0.33, 0.5) c2 = (0.25, 0.5, 0.75)
a3 = (0.25, 0.38, 0.5) b3 = (0.33, 0.5, 0.67) c3 = (0.5, 0.75, 1)
a4 = (0.38, 0.5, 0.63) b4 = (0.5, 0.67, 0.83) c4 = (0.75, 1, 1)
a5 = (0.5, 0.63, 0.75) b5 = (0.67, 0.83, 1)
a6 = (0.63, 0.75, 0.88) b6 = (0.83, 1, 1)
a7 = (0.75, 0.88, 1)
a8 = (0.88, 1, 1)

Table 1: Semantics of the linguistic term sets

The initial preferences given by the experts
are:

Pe1 =

⎛⎜⎝ − c0 c0 c2

c4 − c3 c4

c3 c0 − c1

c2 c1 c3 −

⎞⎟⎠ Pe2 =

⎛⎜⎝ − c2 c0 c4

c1 − c1 c1

c3 c3 − c1

c0 c4 c3 −

⎞⎟⎠

Pe3 =

⎛⎜⎝ − a1 a4 a3

a5 − a8 a4

a4 a1 − a2

a5 a5 a7 −

⎞⎟⎠ Pe4 =

⎛⎜⎝ − b0 b4 b5

b6 − b1 b6

b3 b4 − b2

b0 b1 b4 −

⎞⎟⎠
First one we shall see the results returned by
the model without applying the penalization
mechanism and afterwards applying it. In the
example, we only focus on the second consen-
sus round, by distinguishing three cases:
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• Case 1. The experts follow the recom-
mendations given by the model. In the
first round the expert e2 and e4 give the
following assessments:

p21
2 = c1, p21

4 = b6

Once the preferences are transformed
into fuzzy sets, the central values accord-
ing to (2) are computed:

cv(p̃21
2 ) = 2.02, cv(p̃21

4 ) = 7.5

At the end of the first round the model
recommends to change such preferences:

p21
2 = c1 ⇒ c2 (Increase)

p21
4 = b6 ⇒ b5 (Decrease)

The collective preference obtained in the
second round after carrying out the ag-
gregation operation by using the arith-
metic mean is:

p̃21
c = (0, 0, 0.08, 0.17, 0.25, 0.5, 0.35, 0.38, 0.36)

being its central value cv(p̃21
c ) = 5.65.

The proximities at level of pairs of alter-
natives on those preferences are:

pp21
2 = 0.8, pp21

4 = 0.88

• Case 2. The experts do not follow the
recommendations given by the model.
Let us suppose now that e4 does not
change the assessment given on p21

4 with
the purpose of manipulating the consen-
sus process. Applying the same aggrega-
tion operation than in the first case, the
collective value obtained is:

p̃21
c = (0, 0, 0.08, 0.17, 0.25, 0.42, 0.2, 0.3, 0.5)

being in this case the central value of
fuzzy set cv(p̃21

c ) = 6.07, and the proxim-
ity measures:

pp21
2 = 0.74 pp21

4 = 0.82

• Case 3. The model applies the penal-
ization mechanism. The model detects
that e4 has not changed the value given
to p21

4 and it decides to penalize this as-
sessment. We shall fix a max times = 4.

The importance of the experts e1, e2 and
e3 in the second round will be 1/4, while
for e4 according to (1) is:

I2
4 = I1

4 −
I1
4 · 1
4

= 1/4− 1/4 · 1
4

= 0.187

The collective preference is calculated
now by considering the experts’ impor-
tance (3),

p̃21
c = (0, 0, 0.09, 0.18, 0.27, 0.45, 0.2, 0.29, 0.47),

being its central value cv(p̃21
c ) = 5.66

and the proximities

pp21
2 = 0.79, pp21

4 = 0.77

From the results, we can deduce that:

a) If e4 does not change p21
4 , e4 achieves

to make the collective preference closer
to his/her preference. In the case 1,
cv(p̃21

c ) = 5.65, in case 2, cv(p̃21
c ) = 6.07

and expert’s preference cv(p̃21
4 ) = 7.5.

In addition, we can observe as in the
case 2 the expert e2 is far away now and
predictably the model will recommend
him/her to change this assessment again.

b) The cv(p̃21
c ) = 5.66 in the case 3 and

cv(p̃21
c ) = 5.65 in the case 1 are very sim-

ilar, therefore, penalization mechanism
achieves that e4 does not impose his/her
preferences in the collective opinion.

c) In the case 3, the proximity of the e2 is
hardly affected by the penalization mech-
anism, however it does not happen the
same for the e4 whose proximity is penal-
ized and therefore the model will recom-
mend to change it again in the following
round.

5 Conclusions

In this contribution we have proposed a pe-
nalization mechanism for a consensus reach-
ing model with multi-granular linguistic infor-
mation. This mechanism minimizes the unde-
sirable effects that a manipulation strategy of
the consensus process carried out by a mali-
cious expert can generate. To do so, the mech-
anism penalizes the malicious expert’s prefer-
ences during the aggregation operation.
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