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Chapter 1

Introduction

1.1 Motivation

Group decision making (GDM) is a decision theory branch that has been widely
applied in real world scenarios to solve important and complicated decision
problems in a range of domains, such as public health [5], water supply
engineering projects [127], foreign policy [8] and so forth. In GDM problems,
decision makers (DMs) usually evaluate alternatives based on multiple attributes,
leading to multiple attribute group decision making (MAGDM) problems [82].
However, because of the complexity of eliciting assessments and human beings
bounded rationality, linguistic terms are easier elicited than crisp numbers for
assessing attribute in MAGDM. The concept of linguistic variable was introduced
by Zadeh [206], it is a variable whose values are not numbers but words or
sentences in natural or artificial language. It turned out to be a useful tool for
handling MAGDM problems with qualitative information. Since then, MAGDM
approaches dealing with linguistic variables have been widely investigated [53, 108,
111,117, 177].

When a problem is solved using linguistic information, it is necessary to carry
out computing with words (CWW) processes [121, 208, 210] (see Figure 1.1), which

is one of the most used methodologies.
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Figure 1.1 Computing with words process

In this process, linguistic outcomes are obtained from linguistic inputs, which
are easily understandable and properly represented. Consequently, several
linguistic computational models have been developed to accomplish the CWW
processes [3, 60, 61, 118, 172, 197]. These models follow the computation scheme
depicted by Yager [198, 199] that points out the importance of the translation and
retranslation processes in CWW (see Fig. 1.1). However, there are some limitations
when fusion processes are performed on linguistic variables. They performed the
retranslation step as an approximation process to express the results in the original
term set provoking a lack of accuracy [63]. In these approaches, the results usually
do not exactly match with any of the initial linguistic terms, then an approximation
process must be developed to express the results in the initial expression domain.
This produces the consequent loss of information and hence the lack of precision.

To avoid such an inaccuracy in the retranslation step, a 2-tuple linguistic
model [60] was proposed. A 2-tuple linguistic representation is composed by a
linguistic term and a numerical value called symbolic translation that represents
the displacement of the linguistic term. Therefore, it avoids the loss of information
and obtains more precise and interpretable results. For this reason, the 2-tuple
linguistic model stands out as one of the most widely used in decision making [119,
142].

Furthermore, several 2-tuple linguistic extended models have been proposed
within MAGDM problems, such as, the 2-tuple semantic model [1, 163, 164], multi-
granular 2-tuple linguistic model [38, 62, 197], proportional 2-tuple linguistic model
[172, 173], numerical scale model [34, 36, 37], etc. Based on the extensive and
successful research of the 2-tuple linguistic models, Martinez and Herrera [120]
provided an overview on these model. The previous 2-tuple linguistic models have

been successfully used to elicit the assessments but, the reliability of the
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assessments is also important for DMs. The extant decision making models based
on the 2-tuple linguistic information assume that all assessments have the same
confidence level [112], which may be infeasible in practice. Hence, Zhu et al. [225]
proposed the concept of two-dimension linguistic information, which includes the
reliability information of the subjective assessments. Subsequently, two dimension
2-tuple linguistic (TD2L) [224] was proposed by combing the two-dimension
linguistic expression and 2-tuple linguistic information.

Obviously, the information expressed as TD2L is more accurate and
reasonable, because the assessment and the reliability of the assessment are
provided at the same time. Due to the advantages of eliciting TD2L assessments,
several results on MAGDM problems with two-dimension linguistic assessment [98,
99, 220] have been developed, such as:

- Representation model of TD2L labels. Generally, the TD2L labels are presented
as a binary linguistic term form [223]. The two classes of linguistic
information come from two different linguistic term sets respectively. The
first term set represents the evaluation assessments provided by DMs. The
second term set represents the reliability of the previous assessment, which

is also the subjective information provided by DMs [202].

- Operational and comparison rules of TD2L labels. Different operators have
been developed for different kinds of two-dimension linguistic expression,
such as, two-dimension uncertain linguistic aggregation operators [106,
110] used for aggregating the two-dimension linguistic labels under
uncertainty, trapezoidal fuzzy two-dimension linguistic ~power
generalized aggregation operators [99] used for aggregating the TD2L
labels with the first class linguistic uncertain extended to trapezoidal fuzzy
number, etc. Besides, the comparison rules between TD2Ls have been
developed based on the traditional comparison rules of 2-tuple linguistic
model [60], such as, two-dimension linguistic lattice implication algebra
(2DL-LIA) [224] used for expressing and comparing the TD2Ls, the
notation of expectation of TD2Ls [110] was proposed for comparing two-

dimension uncertain linguistic variables, etc.

- GDM methods based on TD2L expression. Since TD2L has unique advantages

in modelling information, its research and application combined with
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these classical GDM methods has attracted attention from scholars. Several
GDM methods have been extended under the TD2L environment, such as,
PROMETHEE [220], extended TODIM [105], extended VIKOR-
QUALIFLEX [98], failure mode and effects analysis [104], extended
prospect theory-VIKOR [33],etc.

- Application of GDM methods based on TD2L labels in real life. In some real
situations, linguistic terms have been considered the most suitable
modelling for assessing attributes, such as, emergency decision making [32,
33], quality evaluation of community question answering [97] power plant

site selection [185] and risk assessment [186], etc.

Further research in GDM shows that consensus reaching processes (CRPs)
have been required to assure the agreement on decision results in GDM problems.
However, CRPs generally demand that the original assessments are adjusted if the
expected consensus level is not satisfied. In such a situation, the reliability of the
adjusted assessments is worth thinking. Obviously, original assessments’ reliability
could be given by experts in advance, however, the reliability of the adjusted
assessments should be derived from an objective measure way.

Despite there are multiple models and approaches to deal with MAGDM and
TD2L labels jointly, both theory and practice, it is remarkable that so far these
models and approaches are not good enough when they are applied to real world
MAGDM problems in which CRPs are applied to. Thus, new difficulties and

challenges described below are the main motivations of this research memory:

- The aggregation of the TD2Ls in MAGDM: Aggregating the TD2Ls of DMs to
rank or sort the alternatives, to select the best option is a necessary
process. In MAGDM problems based on TD2L labels, individual DMs’
preferences must be aggregated in a collective and well-structured way to
make the final decision. The aggregation of the TD2Ls is of great
importance in MAGDM because different aggregation operators could
lead to different results. However, interpreting and analyzing these DMs’
preferences is a complex task. And in the existing methods, no matter
which aggregation operator is taken, the two-dimension information of the
TD2L labels are taken separately for computing [99, 107, 110, 167, 200]. In

fact, when the assessments are not completely reliable, they become
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random which means the assessment is uncertain. Therefore, an
aggregation operator for dealing with the TD2L labels from a stochastic

perspective is promising to research.

- Measuring reliability of the adjusted TD2L assessment: TD2L labels express the
assessment and its reliability. With the advantage of the representation of
the TD2L labels, they have been applied to many MAGDM problems [32,
185, 186]. However, by performing a CRP, the initial TD2L labels are
modified and the reliability of the adjusted assessment should be
recomputed. The reliability of the initial assessment is subjective. However,
an objective measurement to improve the use of the TD2L labels in
MAGDM is necessary.

= Determining DMs" weights in MAGDM problems: The calculation of DMs’
weights in the literature can be divided into subjective methods, objective
methods and methods combining the objective and subjective approaches
[42, 178]. Subjective weight determination methods, such as the analytic
hierarchy process (AHP) [146] and Delphi methods [73], assign weights to
DMs based on subjective characteristics such as their background,
professional levels and experience with the decision making problems.
Objective weight determination methods [85], such as the entropy weight
[46], technique for order preference by similarity to an ideal solution
(TOPSIS) [68] and projection methods [204], etc. Mixed subjective and
objective methods for computing DMs" weights combine the subjective
and objective weights to obtain comprehensive DMs" weights [116, 147,
176]. When DMs” weights are not given in advance, the objective way to
determine the reasonable weights information is important. Therefore, it is
a challenge to find out a more effective and suitable way to determine the

DMs’ weights for MAGDM problems with linguistic assessments.

- The clustering of large scale number of DMs: Clustering analysis can
effectively simplify the CRP when a large scale number of DMs is
involved in MAGDM. Therefore, the clustering analysis has become
significant for solving MAGDM problems. Many scholars have focused
their attention on clustering method, such as, k-means -clustering

algorithm [187], a fuzzy c-means based algorithm [151], a hierarchical
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clustering algorithm [21], etc. Using the clustering method, the DMs can
be divided into several small clusters, then DMs’ assessment information
have higher consistency and a lower degree of conflict for each cluster.
However, the existing clustering methods are complex for computing and
they ignore the support degree on each alternative of different DMs. Thus,
a new clustering method based on the support degree of each alternative
of DMs need to be developed so that more information would be obtained
during the CRP.

- The consistency and consensus of DMs’ opinions: Consistency and consensus
are other noteworthy challenges in the MAGDM process. Consistency is
directly related to the credibility of the MAGDM results. Consensus, on
the other hand, means that the agreement of DMs to accept the results of
the process. During the CRP, some DMs do not modify at all their
opinions, which could happen when there is not enough time to persuade
these DMs. DMs agree to modify their preferences to a value that is within
their tolerance degree at most. Thus, it might be a challenge to coordinate
the stubborn DMs’ assessments and the automatic feedback with the
consideration of acceptance and tolerance degree of the adjusted opinion
for stubborn DMs.

In real world MAGDM problems, previous challenges found in existing
MAGDM problems make that current MAGDM approaches need to overcome them
in order to better satisfy the situations and needs in decision making. To deeply
study the subjects regarding the challenges described above, this research memory

conducts comprehensive and deep researches to fill those gaps.

1.2 Objectives

According to the challenges pointed out previously in existing MAGDM
approaches based on TD2L labels, this research memory is focused on the
improvements of current MAGDM approaches.

Based on such a purpose, the following three research objectives are

considered:

1. To develop a novel TD2L computation model. It considers two dimensions’
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information of TD2L labels from stochastic perspective and then compare
the computation models from the general and stochastic perspective by a
case study. Additionally, some new aggregation operators and

comparison rules will be introduced to improve previous studies.

2. To consider the reliability degree of the adjusted assessment during CRPs in
MAGDM. Generally, original assessments provided by DMs are linguistic
terms, and the adjusted assessments are still linguistic terms or the
extension of a linguistic term, such as, 2-tuple linguistic value after the
CRP. In such a case, the information of the reliability of the adjusted
assessment is usually missing. Thus, another dimension for linguistic
information will be obtained for representing the reliability of the adjusted
agreed assessment. In this objective it will be considered the minimum
adjustment during the CRP, a two-stage minimum adjustment consensus
model based on linguistic assessment information will be proposed to
show the obtained adjusted assessment and its reliability. Besides, the
relations between the reliability of the adjusted assessment and the
distance from the original assessment to the adjusted assessment will be

discussed.

3. Todefinea MAGDM framework. It is used to solve the problems refer to a large
number of DMs and consider the tolerance degree of DMs on changing
their opinions. A support degree (SD)-based clustering method is
introduced for classifying DMs into several subgroups to make more
manageable the large number of DMs. Besides, the tolerance degree of
DMs will be considered to improve the reliability of the adjusted opinions,
and a minimum adjustment consensus model with two consensus rules
will be presented to improve the consensus level (CL) gradually.
Eventually, the adjusted assessment will be modelled as TD2L labels.
Using the proposed method for comparing TD2Ls, the alternatives

ranking could be obtained.

1.3 Structure

To achieve the objectives presented in Section 1.2, and taking into account the

article 23, point 3, of the current regulations for Doctoral Studies at the University
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of Jaén, in accordance with the program established in the RD 99/2011, this research
memory will be presented as a compendium of published articles by the PhD student
student during her PhD student period.

Two articles have been published in international journals indexed by JCR
database, produced by ISI and one International conference contribution was also
accepted by IEEE International Conference on Fuzzy Systems 2021 (Ranking in the
Core Ranking list of conferences 2020 as CORE A). In summary, the report is
composed of a total of two articles which have been published in high quality
international journals and one CORE A conference contribution.

The structure of this research memory is briefly described below:

> Chapter 2: Some basic concepts that are used across the research memory
to achieve our research goals are revised such as, related concepts of
decision making, GDM, MAGDM, MAGDM under uncertainty, MAGDM
based on linguistic information. And the methods and models that are
used in our proposals, such as, fuzzy linguistic approach, 2-tuple linguistic
model, two dimension 2-tuple linguistic label, consensus reaching process,

minimum adjustment cost model and so on will be revised in short.

» Chapter 3: The published proposals that compose the research memory are
briefly introduced, in addition, discussions of each result obtained is

presented in short to clarify the achievements reached in our research.

» Chapter 4: This chapter is the core of this doctoral thesis, which includes
the publications obtained as the research results. For each publication, the
information about the journals in which the proposals have been

published is further indicated.

» Chapter 5: Final conclusions regarding this research and possible
promising future works are pointed out.




Chapter 2

Basic Concepts and Methods

This chapter establishes the framework of concepts and tools related to our research
memory. Due to the fact that, the different papers that composes this research
memory introduce and revise the necessary background for understanding our
proposals, in this chapter we have provided a detailed and structured revision of the
main necessary concepts related to our proposals including some related concepts
about decision making, GDM, MAGDM, CRP and the managing of consensus
under uncertainty in GDM by eliciting two dimension 2-tuple linguistic labels.
Besides, the methods used for solving MAGDM problems under uncertainty, fuzzy
sets, fuzzy linguistic approach, two dimension 2-tuple representation model, linear
programming method, are revised. All these concepts, tools and methods are
further detailed in each specific paper of the compendium provided in this research

memory (see Chapter 4 for further details).

2.1 Decision making
In this section, a brief introduction and a classification of decision making are

revised as the basic knowledge of this thesis, which pave the way for our coming
researches.

11



12 2.1. Decision making

2.1.1 Introduction

Decision making is a complex cognitive process proper of human beings. Within
this process, individuals can decide actions based on either personal beliefs or the
inference of various factors in various options, or decide the opinions that the
individual wants to express. Every decision making process aims at producing the
final decision and selecting the final choice [140]. Before making a decision, DMs
are often faced with different plans and choices, as well as a certain degree of
uncertainty about the consequences of their decisions; DMs need to weigh the pros,
cons, and risks of various choices in order to achieve the best decision result.

The decision making process consists of an entire process from asking
questions, determining goals, and going through program selection, decision
making, and delivery to implementation. It emphasizes the practical significance of
decision-making. It is clear that the purpose of decision making is execution, which
in turn checks whether the decision is correct and whether the environmental
conditions have undergone major changes [115].

In general, decision making is the process of making choices by identifying a
decision, gathering information, and assessing alternative resolutions [83]. Seven
steps could be considered to help DMs to execute the decision making process as
follows [43]:

Step 1: To identify the decision problem: This step determines what the
decision problem actually is.

Step 2: To gather relevant information: DMs’ preference information is
collected before decision making.

Step 3: To identify the alternatives: To list all possible and desirable
alternatives.

Step 4: To weight the evidence: To place the alternatives in a priority order
based on suitable decision methods.

Step 5: To choose the best possible option: To select the alternative that seems
to be the best or even choose a combination of alternatives.

Step 6: To execute the action: The alternative derived from Step 5 is
implemented.

Step 7: To review the decision result: The decision result is evaluated and then

according to the performance of the alternative to improve next possible decision
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problems.

To better illustrate the decision making process, a flow chart is shown in

Figure 2.1.
thher releyant ; Identify' the | | We%ght the
information alternatives evidence
Identify the
decision problems ‘
Review the Execute the b(ezgcoocs)gsti}lfe
decision result [ action < p .
option

Figure 2.1: General decision making process

2.1.2 Classification

Decision making is a common mankind activity in daily life. Human beings usually
face different situations in which there exist several options or alternatives, in some
situations, they must choose one among them as the best option or alternative. Such
activities widely exist in various fields, such as engineering, technology, economy,
management, military, etc.

According to the different situations or contexts in which the decision problem
is conducted, decision problems can be classified into different types, such as based
on preference modelling[113], number of involved DMs [126], decision environment [84]

and so on.

(1) Preference modelling

Considering DMs may choose different types of assessments according to
different decision situations, hence decision making could be divided into various
types according to the way of modelling the preference assessment, such as:
linguistic decision making [56, 129, 219], fuzzy decision making [6, 14, 144],
decision making using numerical data [215, 221].

Some researchers deal with decision making problems based on fuzzy sets
[207], hesitant fuzzy sets [162], 2-tuple linguistic term sets [60], type-2 fuzzy sets
[206], etc. They are frequently conducted in qualitative circumstances because of

cognitive limitations and the lack of sufficient information.

(2) Number of involved DMs

According to the involved number of individuals, decision making can be
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classified into two categories:

- Individual decision making, which means there is only one DM
participating in the decision making process and the decision results are
completely according to his/her judgment. Individual decision making
saves time and cost and usually makes prompt decisions. Moreover,
individuals are accountable for their acts by various people. The decision
making would be high-quality if the individual has rich experience and
excellent professionalism. However, individual is limited in all expertise

to some extent and there may not be so many creative solutions generated.

- Group decision making. It is a type of decision making process in which
multiple individuals acting collectively, analyze problems or situations,
consider and evaluate alternative courses of action, and select from the
different alternatives a solution. Group decisions take into account a wider
scope of information because each group member may contribute distinct
information and expertise. Organization decisions are much more
technically and politically complex; hence they usually require GDM [31,
52]. Group members can identify more complete and robust solutions and
recommendations through discussing, questioning and collaborative
approaches. The classical solving scheme to solve GDM problems is a
selection process that consists of two phases (see Figure 2.2) [128]: (1) an
aggregation phase, in which individual information is aggregated, and (2)
an exploitation phase, in which an alternative or a subset of alternatives is

obtained as the solution to the problem.

\ Alternative Selection Process

Experts’ ™A Aggregating Exploitation Solution
Inf e (Aggregation > (Selection >
ntormation ¥ operator) criterion)

Figure 2.2: Classical scheme of group decision making

(3) Decision environment
According to different decision environments in which the decision problem is

carried out, it can be classified into three types of decision problems [13]:
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- Decision making under certain environment. It refers to DMs have a very
definite comparison of what may happen in the future, such as the
alternatives, the attributes, the weights information is definitely sure by
DMs. In such a decision environment, the most commonly used decision
making methods are linear programming decision making method [94],

profit and loss sharing model [131], etc.

- Decision making under risk environment. It is a decision made by DMs
based on the probabilities that various natural states may occur and the
conditional benefit value of each alternative. The environment for risky
decision making is not completely certain, but the probability of its
occurrence is known. The commonly used methods for risky decision
making are decision-making method based on expectations [182],
decision-making method based on maximum probability [109], decision

tree method [137], Markov decision process [2], etc.

- Decision making under uncertainty environment. The uncertainty
handling has been one of the main concerns of DMs for many years [4]. It
refers to a decision in which DMs cannot determine the probability of the
occurrence of various natural states in the future. Uncertainty comes from
many aspects, such as, incomplete information about the state of the world,
practical and theoretical limitations of DMs [84], which means the future
environment is unpredictable and everything is in a state of flux. There are
various uncertainty handing methods developed for dealing with the
decision making under uncertainty environment [155], such as, fuzzy
approach [205], information gap decision theory [50], robust optimization
[156], interval analysis [124], etc.

2.2 Group Decision Making

In this section, it is revised the GDM problems and its classification according to the
number of DMs involved, afterwards different processes and types of methods and
models related to the GDM problem and its typology are briefly revised. Such a
revision aims at introducing the necessary knowledge for understanding the

proposals of this thesis, which pave the way for our novel researches in GDM.
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2.2.1 Introduction

Decision making made by a single DM is a process in which only an individual is
responsible for defining the problem, assessing the alternatives based on a set of
attribute or preference relations and make a final decision [138]. In the context of
economics, politics, military, and management, the decision making process is
becoming increasingly complex, forcing stakeholders and DMs rely on group
wisdom instead of individual judgements. Several DMs with the collective wisdom
are more suitable for decision making.

GDM is a common phenomenon in real life, which refers to the selection of the
best alternative from a set of feasible alternatives according to the opinions of
different DMs. Having more people involved in decision making is beneficial
because each individual brings unique information or knowledge to the group, as
well as different perspectives on the problem. However, with the increasing of the
number of DMs, if the number is larger than 20, then the GDM problem could be
large scale GDM [18]. According to the involved number of individuals, GDM can
be classified into two categories [126]:

- Classical GDM: To obtain the most satisfactory alternative, a small group
of DMs are invited to elicit their preferences. Hence, such decisions are
usually taken by a few number of DMs, which can gather collective
wisdom compared to individual decision making, which made decision
making more reliable and credible. DMs are working together to find a
solution for the specific problem. This turns GDM into a more effective
and fast process. Groups can take advantage of the GDM to perform
certain tasks, such as generating ideas and solutions through the group
interaction. It is argued that DMs can enhance their ability to learn and
stimulate their cognitive level with the GDM process. The classical GDM
solving process is shown in Figure 2.2.

- Large scale group decision making (LSGDM): Unlike classical GDM,
LSGDM refers to the selection of the best satisfactory alternative from a set
of feasible alternatives, which is predicated on the preferences of a large
number of DMs. Solving challenging problems can require a large group
of DMs from different fields, the participating DMs are diverse and
numerous [19], which has a wide range of applications in areas like
earthquake shelter selection [193], urban resettlement [20], internet
venture capital [45], financial inclusion [19], social networks [114], and
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emergency decision-making [95]. The evolution of GDM problems to
LSGDM problems, has brought many new challenges, not only regarding
the group size but also with regards to other problems such as knowledge
distribution, the increase of cost and complexity in the decision making
processes.

2.2.2 Consensus reaching process in GDM

In general, at the beginning of the GDM problem, DMs’ opinions may differ
substantially. The consensus reaching process (CRP) is often a necessity in GDM to
achieve a general consensus regarding the selected alternatives [57, 58, 133].
Usually, consensus is defined as the full and unanimous agreement of all the DMs
regarding all the feasible alternatives. However, a complete agreement is difficult
to achieve in practice, thus “soft” consensus is a common phenomenon in real
decision making problems [24, 59, 77]. Reaching consensus implies that DMs
should modify their initial opinions throughout different discussion rounds in
order to bring them closer to the opinions of the rest of the group.

Consensus can be achieved with or without feedback. The CRPs without
feedback achieve consensus by modifying the initial assessments without
considering DMs, while CRPs with feedback involve discussions among DMs and
they should modify their initial assessments to reach a consensus. Particularly, the
feedback process is often guided by a moderator, then the moderator suggests to
modify the original assessments far from the collective agreement according to the
identification and direction rules [54, 59]. Figure 2.3 shows the general process of

consensus reaching.

. Compute the
consensus level

b
h;m

Selection
process

satisfactory CL
been achieved?

The problem
arises

\

The initial
assessment is
presented by a group
of DMs

suggestions | peedback process

Figure 2.3: Consensus reaching process in group decision making

However, the feedback mechanism has some limitations [217], such as, it is
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time consuming, it will result in a huge cost consumption and even in deadlocks.

Furthermore, in GDM problems, due to the existence of polarized opinions, the
group consensus process is becoming more and more important and worthy of
attention. Therefore, the core problems are the assessment adjustment and the
consensus cost in CRP. Based on the consideration of consensus cost, the cost of
reaching a non-strict consensus is smaller, more effective, and more feasible than
strict consensus that is time-consuming and costly. Therefore, the acceptable level
of consensus and the coordination cost of reaching a consensus are two very
important factors in GDM. Obviously, DMs will prefer a low-cost group consensus
process, and the minimum adjustment cost consensus model to solve this problem
well.

Since the existing resources are limited, it is expected to spend the least
adjustment cost to reach a consensus. The two most common minimum cost
consensus models used in the specialized literature to deal with linguistic

information are introduced below [9, 35].

(1>  Minimum Adjustment Consensus Model (MACM)

The minimum adjustment of this type of model [35] has two core points: one is
based on the distance, which aims to minimize the distance between the initial
assessment of the DM and the adjusted assessment. The second is based on the
number of assessments that need to be adjusted, that is, to minimize the number of
changes in the process of reaching a consensus.

Suppose that £ = {ek|k:l,2,...,m} is a set of DMs, w={w,,w,,...,w, } are the
DMs’" weights with Z::] w, =1 and w, €[0,1]. S ={s,,s,,...,5,} is the linguistic
term set used for expressing the initial assessment. O={0,,0,,...,0,} and

O =1{0,,0,,...,0, } are the initial preferences and adjusted preferences of the DMs,

respectively. Usually, o, is a linguistic term belong to set S, 0, is a 2-tuple

linguistic value. According to Dong et al. [35], the minimum adjustment cost
consensus model in the group consensus process based on linguistic assessment is
as follows

min Y " d(o,,0,)
d©,,0°)<¢&,k=1,2,.,m

£z
@) =F (@) S @) f(B,)

where f represents the linguistic information conversion function, d(o,,0,)

2.1)
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represents the distance between 0, and o,, ¢ is the given distance threshold and

0<e&<1, F, () is the aggregation function used to obtain the collective preferences

of the DMs.

For GDM when the assessments are expressed, both by numerical or linguistic
information, the DMs’ opinions can be not only elicited in the form of evaluation
values in utility vectors, but also in the form of preference relations [37, 54, 55]. Let

R =(),, be the preference relation matrix provided by DM e, and the
preference relation 7' belong to set S, then the MACM is as follows.

min Y " > S 6D -G
stCLzo (2.2)

where 7’ represents the adjusted preference relation, CL represents the overall

consensus level obtained, o is the CL threshold given in advance, 0 <o <1.
The consensus level can be considered from the following three aspects [189]:

- The consensus level on each pair of alternatives (x,,x,): CL,, where CL;

is measured by the similarity between the alternative x; and x;.

- The consensus level on each alternative x, : CL , where
cL=Y".CL, /(n -1).
J#i

- The overall consensus level: CL, where CL = Z; CL /n, 0<CL<I1, the

closer the CL to 1, the closer the opinions between DMs.

(2)  Minimum Cost Consensus Model (MCCM)

Compared with the previous model MACM, this type of model takes into account
the cost of persuading each DM to change a unit’s point of view, that is, the unit
adjustment cost, which was proposed by Ben-Arieh and Easton [9] and Ben-Arieh
et al. [10]. In general, the adjustment cost is the unit adjustment cost multiplied by

the adjustment distance.
Suppose that E:{ek|k:1,2,...,m} is a set of DMs, w={w,W,,...,w, } is the
DMs’ weights with Z::I w, =1 and w, €[0,1]. The symbols involved have the

same meaning as above. The adjustment cost of adjusting a unit opinion of the DM

e, is recorded as ¢, , the MCCM based on linguistic assessment is as follows.

minY" | f(0,)-£@,)
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st f(@) (@)

where f represents the linguistic information conversion function, ¢ €[0,1] is the

<ek=1,2,.,m (2.3)

distance threshold, 0° is the collective opinion of the optimal adjusted opinions.
The solution of the previous model is the optimal adjusted opinion, and then
the collective opinion of the optimal adjusted opinion can be obtained. However,
there is no explanation in the collective opinion model (2.3) of how to obtain the
collective opinion of the optimal adjusted opinions. Therefore, Zhang et al. [213]
proposed an extended version of the model (2.3) by considering the operator that

aggregates DMs opinions as follows:
min )" ¢,|f(0,)~ /(@)
B {\f@) - /(@)
S@)=F(f@). /(@) /(5,))

where f represents the linguistic information conversion function, F () is the

<gk=12,.,m

(2.4)

aggregation function that obtains the collective opinion of DMs.

The MACM and the MCCM models obtain the adjusted opinions
automatically. After achieving the consensus, the selection process is presented to
obtain an optimal alternative under agreement. Therefore, a GDM process should

including a CRP and a selection process [57, 76, 145].

2.3 Multiple attribute group decision making

To better evaluate a decision making problem, DMs tend to perform the evaluation
process from different aspects, which is called multi-attribute group decision
making (MAGDM). With the advancement of society and the improvement of
technology, more and more real world group decision-making problems are
actually modelled as MAGDM problems. Moving from GDM setting to MAGDM
setting introduces a great deal of new problems into the analysis, for example, the
assessment of the attribute can be provided as different forms.

According to the different expressions of information given by DMs, the

decision making can be classified from two different points of view:

- According to the opinions assessment, where DMs considering multiple
attributes and give their assessment values on each attribute on different
alternatives.
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MAGDM refers to selecting the best alternative or ranking the
possible alternatives according to several attributes from different DMs’

opinions. For a MAGDM problem, let 4={4,,4,,...,4,}(n=2) be a finite
set of alternatives, C ={c,,c,,...,c, }(m=2) be a set of attributes and
E={e,e,,...,e,}(g=2) be a set of DMs. Let W ={w,w,,...,w,} be the
associated weighting vector of DMs, where w, 20(k=1,2,...,g) and
Z;Wk =1.Let X* :(x;‘.)

(k=1,2,...,g) be the evaluation matrix given

mxn

by DM e, . The decision problem consists of ranking the alternatives and

choosing the best one based on the evaluation matrices X ¥ where the
assessments provided by DMs are presented as evaluation matrices as

follows.
attribute C, attribute C, --- attribute C,

alternative A k k k

! X1 Xio Xim
alternative A k k ... k

2 Xo1 X9 Xom

k k k

alternative A, Xt Xn2 Xum )

A MAGDM process refers to different opinions provided by several
DMs. Owing to the complexity of the decision making problem,
quantitative or qualitative information are both used to represent the DMs’
opinions on different attributes, such as, 2-tuple linguistic values [60],
hesitant fuzzy linguistic term sets [141], interval data [69], grey number
[102], real number [152], etc. Usually, multi-attribute evaluation requires
DMs to provide the relative importance of the attribute with respect to the
overall objective of the problem [30].

According to the preference structure used to provide the assessments [65].
As each DM has their own ideas, attitudes, motivations and expertise, it is
common to see that the different DMs will give their preferences in a
different way. Usually, it can be presented in one of the following three
ways.

1. A preference ordering of the alternatives. In this case, DM e, gives his

preferences on an alternative set 4 as an individual preference
ordering, O* = {0*(1),0"(2),...,0" (n)}, where 0*() is a permutation
function over the index set {1,2,...,n} [23, 149]. Therefore, an ordered

vector of alternatives from best to worst is given.
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2. A utility function. In this case, DM e, gives his preference on the
alternative set 4 as a set of n utility values, U k :{uik,i =1,2,...,n},
where u represents the utility evaluation given by the DM e, in

terms of alternative x, [160].

3. A multiplicative/additive preference relation. In this case, DM e, gives his
preferences on the alternative set 4 on the pair of alternatives. Let
Rf = (r; )n (b =12,..., 2) be the preference relations matrix given by
DMs e, , where r; represents the preference relation of alternative x,
in terms of x,. The decision problem is how to rank the alternatives

and choose the best one based on the preference relations matrices R,
where the preference relations provided by DMs are presented as

preference relations matrices as follows.

A4 A4, - 4,
alternative 4, ok
alternative 4, | v} 1, - 1

Loy
alternative A, TR o

Preference relations are frequently-used structures to reflect DMs’
opinions by pairwise comparisons of alternatives. Many kinds of
preference relations have been proposed, including fuzzy preference
relations [55], intuitionistic fuzzy preference relations [158], hesitant fuzzy
preference relations [222], linguistic preference relations [57] and hesitant
fuzzy linguistic preference relations (HFLPRs) [168]. For MAGDM
problems based on the expression form of preference relations, the
consistency checking is the first priority before the selection process.

Despite there are different kinds of MAGDM problems, they share the

following common features [68]:
- Multiple attributes: each problem has multiple attributes, which can be
evaluated by DMs;

- Assessment values: they are provided by DMs, which could be presented
as various expressions and be expressed either as utility vectors or
preference relations;
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- Incommensurable units: attributes may have different wunits of

measurement;

- Selection: an alternative or subset of alternatives is obtained as the

solution to the problem.

2.4 Multiple attribute group decision making
under uncertainty

Most of real-world GDM problems are defined under uncertain contexts, this is
particularly interesting for MAGDM problems in which fuzzy information
expressions have been commonly used for modelling preferences. Therefore, this
subsection introduces a basic knowledge about GDM under uncertainty and
afterwards the methods for dealing with MAGDM problems under uncertainty are

presented.

Owing to the fact that in real-world it is often hard to describe something
precisely or completely, uncertainty is very common in reality. The uncertainties in
decision problems mainly come from three different aspects, including the
uncertainty of assessment value, the uncertainty of weights information and the

uncertainty of reliability of assessment.

- The uncertainty of assessment value. An important phenomenon is that most
of decision-making processes are dealing with uncertain and imprecise
data. If the vagueness of the mankind process of decision making is
ignored, the outcomes could be misleading. Fuzzy set theory [226] can
model ambiguity and vagueness, additionally, it provides formalized tools
that deal with the imprecision of many problems.

- The uncertainty of weights information. The weights information for
MAGDM problems refer to the DM weights information and the attribute
weights information. The increasing complexity of the decision
circumstances makes it hard for DMs to provide the attribute weights or
the appropriate DM weights in advance. The weights information just
based on the DMs’ knowledge and capabilities is not usually enough,
many factors should be considered when determine the weights
information, such as the similarity of preferences among DMs [78], the
incompatibility of attributes [25], the credibility of the evaluations [135],
etc.
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- The uncertainty of reliability of assessment. Due to the complex decision
situations and incomplete information that appears in them, DMs tend to
trust in the reliability on the original assessment [225], which are often
provided as linguistic information given by DMs in advance [224].
However, after the CRP, the original assessments have been usually
changed if the desired consensus level has not been achieved. In this
situation, the reliability of the adjusted assessment is less than the
reliability of the original assessment. Hence, the adjusted assessment
implies a greater uncertainty, which is worth to be studied and measured.

Since the process of MAGDM involves human intervention, uncertainty and
vagueness are implicit factors. According to different decision environments in
which the decision problem is carried out, it can be classified into three types [84]:
MAGDM under certain environment [94, 131], MAGDM under risk environment [2,
109, 137, 182] and MAGDM under uncertainty environment [28, 40, 90].

Uncertainty includes randomness, fuzziness, random fuzzy mixing, interval,
etc. Uncertain theory is the foundation and tools for studying uncertainty. The
existing uncertain theories can be roughly divided into the following categories:
random mathematical methods [26], interval mathematical methods [123], fuzzy
mathematical methods [79], rough set theory [130], grey system theory [74], etc.
MAGDM under uncertainty is the main topic discussed in this research memory,

common methods for dealing with MAGDM under uncertainty are:

1. Random mathematical method. Random mathematical method is one of the
earliest methods to deal with uncertainty in real life. It uses probability
theory, mathematical statistics, random process and other models and
methods in mathematical research to operate on data that follows a

probability distribution.

2. Interval mathematical method. Accurate values sometimes cannot fully
summarize certain data characteristics. Therefore, some scholars use
interval numbers to describe certain uncertainties. A variable is
represented by an interval number, and the variable can take any value
within the value interval [148]. In most cases, the value of a variable
satisfies a certain probability distribution in the interval [183]. Probability
distributions commonly used could be uniform distributions that include

uniform distribution and normal distribution.
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3. Fuzzy mathematical method. It was developed on the basis of the fuzzy set

theory introduced and developed by Prof. Zadeh [205]. According to the

ambiguity of the type of set division and the extension of the boundary of

the set, Zadeh uses fuzzy sets to expand the classic set. The ambiguity and

uncertainty of data are described using the membership function. Fuzzy

mathematics method has become one of the most effective methods to

deal with uncertain information.

In real life, we will encounter some difficulties in choices inevitably, such as

choosing a career, buying a property, choosing a partner, choosing a university, etc.

Most of these choices are decision making situations under uncertainty in which

multiple attributes describe the different actions of the problem. MAGDM under

uncertainty includes five factors [82]: DMs, attributes set, alternatives set, attributes

weight and decision making method. The general solving process is shown as

Figure 2.4 as follows.
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Implemention
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Figure 2.4: The general scheme of MAGDM under uncertainty

Besides, DMs can only predict the possible nature states of each alternative

and their corresponding profit and loss values. Due to the lack of decision making

information and experience, the probability of each natural state is unknown,

therefore the attitude of DMs towards risk should be considered. There are five

types of criteria to deal with the decision making problems under uncertainty [66]:

1. Maximum maximum criterion. Making decisions based on the best objective

state, then find out the optimal alternative with the best expected effect. This

criterion is actually based on the most optimistic estimation of alternative
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chosen, which is also the riskiest criterion. Maximum minimum criterion.
Looking for the best expected effect alternative based on the worst objective
state. The criterion is based on the most pessimistic estimation, thus the

criterion is the most conservative criterion.

2. Minimum maximum regret value criterion. Assume that any action taken is a
state with the largest regret value, then find the optimal alternative with the
smallest regret value. This criterion is based on the worst objective state, which

is similar to the maximum and minimum criterion.

3. Equal probability criterion. Assuming that the probability of the occurrence of
each natural state is the same, then use a simple arithmetic average method to
calculate the average return of each alternative in various natural states, and

find the optimal alternative with the largest average return.

4. Hurwice criterion. This is a kind between the maximum maximum criterion
and the maximum minimum criterion. When applying this criterion, we must
tirst determine an optimism coefficient indicating the optimism of the DM,
then calculate the weighted average of the maximum and minimum benefits of

each alternative.

5. Minimize regret criterion: This decision model focuses on the difference
between the optimal reward and the actual reward received. It determines the
maximum regret for each alternative, and selects the alternative with the

minimum value.

Under the uncertainty environment, the information about the problem is vague
and imprecise, and can be modelled by fuzzy information. In this situation we talk
about decision making problems in a fuzzy context or fuzzy decision making [96].
For MAGDM in which preferences are elicited as linguistic assessments, the
classical mathematics cannot handle such uncertainty, then fuzzy linguistic
approach has been successfully applied but, there are still situations that cannot be
properly managed [206]. Especially for TD2L information, there are few literatures
study on the CRP based on TD2L information and the analysis of the reliability of
assessment for TD2L information is neglected. Therefore, the further studies on
TD2L representation and computation model are necessary for MAGDM under

uncertainty.
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In this memory, the MAGDM problems are studied based on TD2L information,
which are MAGDM under uncertainty, the assessment and the reliability of the
assessment are both expressed by linguistic information. Different extensions of the 2-
tuple linguistic model and TD2L model will be proposed to overcome the difficulties

and challenges pointed out in Section 1.1.

2.5 Multiple attribute group decision making
based on linguistic information: State of art and
limitations

In this section, fuzzy linguistic approach and its use to model the uncertainty in
MAGDM problems are briefly revised, besides the limitations in current MAGDM
approaches dealing with linguistic information are then pointed out to highlight

the importance and necessity of our proposals.

2.5.1 Fuzzy linguistic approach

The fuzzy linguistic approach models the uncertainty by linguistic variables
using words or sentences [206]. Most DMs cannot give exact numerical values to
express their opinions, more appropriately, measurements are stated as linguistic
assessments rather than numerical values. Linguistic MAGDM problems have
provided very good results in many fields and applications [27, 117, 129, 188]. The
use of linguistic information implies computing with words (CWW) processes [209].
There are different linguistic models for accomplishing such computing processes,
one of the most widely-used is the 2-tuple linguistic model [60]. The 2-tuple
linguistic model was inspired by the symbolic models used in decision making. Its
main application field has been decision analysis and decision making. 2-tuple
linguistic model has been widely used as basis for different models. For example,
multi-attribute decision making based on 2-tuple linguistic model [134, 170, 175],
consensus reaching process based on 2-tuple linguistic model [37, 218], 2-tuple
linguistic aggregation operators [169, 171, 174], etc.

Suppose that S ={s;,s,,....s,} is a pre-defined linguistic term set, and the
cardinality of S is g+1.Forany s,,s, €S, the following properties should satisfy
[62, 64]:

(1) The set is ordered : if i > j, then s, > S;;
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(2) Maximum operator: if s, > s, then max(s,,s;) =s,;

(3) Minimum operator: if s, > s, then min(s;,s,) =s;;

(4) Negation operator: neg(s;)=s, ;.

In general, the cardinality of a linguistic term set S is odd number, more than
5 and less than 9. An example of a linguistic term set S could be:

S ={s, = very poor,s, = poor,s, = medium,s, = good, s, = very good}

In order to obtain more accurate results in CWW processes, Herrera and
Martinez proposed the 2-tuple linguistic model (s;,), where s, is a linguistic
label involved in the set § and o is a numerical value representing the symbolic

translation from s, .

Definition 1 [60] Let S = {s,s,,...,s,} be a linguistic term set and S the 2-tuple set

associated with S defined as S = Sx[-0.5,0.5). The 2-tuple linguistic value (s, @)
is equivalent to f through the function A as follows.
A:[0,g] > Sx[-0.5,0.5) (2.5)

i = round(3)
= —i,ax €[-0.5,0.5)

where round(-) is the usual round operation that assigns to S the closet integer

AB) = (s,, ), with Z : (2.6)

number i € {0,1,...,g} to .
Definition 2 [60] Let S = {s,s,...,s,} be alinguistic term set and (s, &) € S bea?2-
tuple linguistic value. S [0, g] is equivalent to (s,,&) through the function A™'
as follows.
A" :Sx[-0.5,0.5) > [0, g] 2.7)
A'(s,a)=a+i=p (2.8)
Remark 1 For any two 2-tuple linguistic values (s;,@;) and (s;,;), the relations
to compare them can be given as follows.
(D) Ifi>j,then (s;,a,)>(s;,,);
(2 If i =j, then (a) (s, ;) >(s;, ;) for o, >;;
(b) (s;, ) <(s;,¢;) for @, <a;;
© (s, ) =(s,,;) for o, = ;.
The 2-tuple linguistic values can represent the assessments in MAGDM.
However, the real decision making problems may be more complex and uncertain,

and it could happen that DMs have to provide not only their evaluations on

alternatives, but also elicit the self assessments on the given evaluation results. In
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this situation, another dimension information is needed to present self-confidence
or subjective evaluation on reliability of the given assessments, which is usually
expressed as linguistic information. Thus, Zhu et al. [225] first proposed 2-
dimension linguistic information as follows.

Definition 3 [225] Let S = {s,,s,,...,s g} and S = {S455)5---», } be two linguistic label

sets, where g+1 and & +1 are the cardinality of the sets S and S, respectively.

Then a two-dimension linguistic expression is denoted as (s,,s,), where 5, €S

u’
represents the evaluation about the alternative given by the DM, s e S represents

the self-assessment of DM.

Inspired by the 2-tuple linguistic model [60], Zhu et al. [223] extended the two-
dimension linguistic expression to two-dimension 2-tuple linguistic label. It can be
seen as an extension of the 2-tuple linguistic model from one dimension to two

dimensions.
Definition 4 [223] Let S = {s,,s,,...,s,} and S= {S455,5---»8,} be two linguistic term
sets. Let o, €[—0.5,0.5) be two numerical values. Then S =((Su,a),($v,02)) is a
TD2L expression, where s €85 , § € S , (s,,0) represents the assessment
information about the alternative given by DMs, (§,,&) represents the self-
assessment of the DM on reliability of the given assessment result.
Remark 2 If =& =0, then S = ((Su,a),(év,d)) is simplified as S = (s,,S,),
which is exactly the TD2L expression proposed by Zhu et al. [225].

Let S= {so,sl,...,sg} and S= {S458,5---,5,} be two linguistic term sets,
P €[0,g] be a numerical value representing the aggregation result of the indexes
of the linguistic labels in S, and /3 €[0,/] be the numerical value representing the

aggregation result of the indexes of the linguistic labels in S . According to

Definition 2, there exist two functions A, and A, such that
A, :[0,g] > §x[-0.5,0.5), 8 > A, (B) =(s5,,2) (2.9)
A, :[0,/] = Sx[-0.5,0.5),  — A,(B) = (s,,c) (2.10)
where a =round(f) , a=round(f), a=pf-u, a=F-v, a,aec[-0.5,0.5),
round (-) is the usual round operation.
Definition 5 [223] Let S = {s,s,,...,s,} and S= {S455)5---,5, } be two linguistic term
sets. Let o, €[—0.5,0.5) be two numerical values, f and ,B be two numerical

values representing the aggregation result of the indexes of the linguistic labels in

S and S , respectively. The function A, used to obtain a TD2L, is equivalent to a
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binary numerical array (3, £), and it is defined as
A:[0,2]x[0, h] = (S x[-0.5,0.5), S x[-0.5,0.5)) (2.11)
(B B) = AMB. B) = (A (B, A, (B) = (5, @), (5,,6) (2.12)

Definition 6 [223] Let S = {s,s,,...,s,} and S ={5,,5,,....5,} be two linguistic label
sets. Let a,¢ €[-0.5,0.5) be two numerical values, there is a function A™', that
maps a TD2L to its equivalent binary numerical number (5, B), which is defined
as follows.
A1 (S %[-0.5,0.5), S x[-0.5,0.5)) = [0, g]x[0, 4] (2.13)
AT ((5,2@).(5,-0)) = (A (5,00, 8, 5, ) = (u+av+ad) =(B. ) (219)

Remark 3 The general two dimension linguistic label can be represented by two
dimension 2-tuple linguistic expression by adding 0 in each linguistic label, that is

(s,,5,) =((5,,0),(5,,0)).
The linguistic term set [60], 2-tuple linguistic representation model [60], and

TD2L approach [223] are introduced because they are the main assessment
expression way throughout the study.

2.5.2 Multiple attribute group decision making dealing
with linguistic assessments

MAGDM problems coping with linguistic information are quite common, because
of the advantage of expressing preferences as linguistic information. Through a
plenty collection of literature, reading and a comprehensive review, the following
main topics related to MAGDM based on linguistic assessment have been
discussed in current MAGDM studies.

Using Web of Science Core Collection and Science Citation Index Expanded
(SCIE) & Social Sciences Citation Index (SSCI) database, searching “linguistic” and
“multiple attribute group decision making” as the title keywords from January
2005 to September 2021, all the publication results of each year are shown in Figure
2.5.
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Figure 2.5: Publications of each year on MAGDM based on linguistic assessment

It can be seen clearly that the related studies on MAGDM represents increasing
tendency in recent years, and has become one of the active research topics in
MAGDM. As the mainstream field in the research of MAGDM methods, the
existing research has achieved relatively fruitful results.

Face to multiple alternatives, the joint participation of group DMs is required
to evaluate the attribute values under different alternatives. The evaluation
presented as linguistic information is a common phenomenon. The solution to such
problems is divided into at least two processes: the acquisition of decision making
data and the ranking of alternatives.

The acquisition of decision data also includes the acquisition of attribute
evaluation values and the acquisition of weights information. Attribute values are
the evaluation values directly given by the DMs in the initial stage. In view of
different decision making needs and decision making situations, DMs have their
own preferences when giving linguistic evaluation values. According to the
different manifestations of linguistic information provided by DMs, MAGDM

based on fuzzy linguistic assessment is divided into the following main categories:

- Multi-attribute group decision making based on linguistic terms.
Due to the fact that linguistic expression is the standard representation of
the concepts used by humans for communication and owing to simply the
MAGDM with linguistic information, some certain linguistic terms belong
to a set given in advance, then DMs will choose one linguistic term from

the certain set to express their preferences. Commonly
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MAGDM problems based on linguistic information assess the attributes

by linguistic terms [67].

- Multi-attribute group decision making based on linguistic 2-tuple
model.
Some authors pointed out that the use of single linguistic terms is not
enough to represent the linguistic information because during the CWW
processes there is loss of precision [142]. Hence the linguistic 2-tuple
model includes a parameter to improve the accuracy of the linguistic
computations and the interpretability of the results [60]. The 2-tuple
linguistic information is able to represent the linguistic results that do not

match with the initial terms of the linguistic term set.

- Multi-attribute group decision making based on hesitant fuzzy
linguistic term sets.
When DMs hesitate among different linguistic terms to elicit their
opinions, the use of just one linguistic term is not enough to represent
such opinions. In these situations, DMs can provide their opinions by
using comparative linguistic expressions which are based on hesitant

fuzzy linguistic term sets [141].

- Multi-attribute group decision making based on interval linguistic
information.
When DMs cannot give specific linguistic evaluation information, but the
evaluation value is given in the form of interval linguistic form or the
weight information cannot be completely determined, it is necessary to
carry out research on multi-attribute group decision-making methods for

such uncertain linguistic information.

- Multi-attribute group decision making based on linguistic distribution
evaluation information.
When faced with group DMs expressing their opinions alone and
unwilling to present them in the collective form, they often choose the
expression form of linguistic distribution evaluation information, which
can not only present the linguistic term for evaluation, but also reflect the

probability information of the evaluation value.
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The previous review shows that various studies have examined the
characteristic of MAGDM based on linguistic assessment from different
perspectives, and have achieved successful results, which has made a significant
contribution to the development of MAGDM. However, based on this review, there
are still some unresolved problems in the current research, and there are also some
limitations. For sake of clarity, the following subsections describe such restrictions

in further detail.

2.5.3 Limitations in current multiple attribute group
decision making based on linguistic assessment

As mentioned before, the current MAGDM research based on linguistic assessment

has some limitations, as listed below:

1. It was previously mentioned that in MAGDM problems could be necessary
CRPs for smoothing out conflicts. In such situations, the reliability of the
adjusted linguistic preferences after the CRP has not been either studied or
evaluated. The reliability of the initial linguistic preferences given by DMs
presented as a second term in the TD2L information as a whole [32, 185, 186] is
clear because represent DMs’ preferences. However, after the CRP, the initial
linguistic preferences may be changed [159, 214]. In this situation, the adjusted
linguistic preferences are not so reliable, because some automatic adjustments
either might not represent or might not be accepted by the DMs [45, 92, 136],
thus the study of reliability is necessary for automatic CRP to assure the

adjusted linguistic preferences are reliable.

2. Interms of the aggregation of the TD2L labels, the correlation between the two
dimensions information has not been considered yet. Existing approaches for
dealing with the TD2L labels have considered the two dimensions as
independent information without taking into account that the uncertainty of
the assessment is related to the reliability degree. Besides, previous studies
provided more importance to the assessment than the reliability degree but
failed to consider the relative importance degree of the two dimensions [202,
220, 223]. The general aggregation operators of TD2L labels do not reflect the

reliability degree of the overall assessment, which may lead to the distortion of
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information.

3. For automatic CRP during decision making process, the minimum of the
adjustment and the minimum of the consensus cost are also considered during
CRP [22, 100, 181, 212]. However, how to make sure the number of the DMs
keeping the original assessment as much as possible is an important problem,
especially for large scale MAGDM. Besides, face to large scale number of DMs,
the suitable way for clustering is the key for better obtaining the collective
opinion of the DMs and searching for the deviant opinions. The existing
clustering methods [80, 165, 192] are mostly the expansion of fuzzy c-means
[11]. These methods usually need to preset several subjective clustering

coefficients, which may reduce the objectiveness of the clustering results.

In view of the previous limitations, this research memory will conduct in-
depth research on these limitations and related topics to fill these gaps and enrich
the theoretical basis and methods of current MAGDM based on linguistic

assessment.

2.6 Methods and models

In this subsection, different methods and models used across this research memory
are briefly revised, including linear programming, probability theory, stochastic
approach and so on. All of them are relevant for the different proposals that will be

developed in this research to achieve our goals.

2.6.1 Linear programming

Linear programming is an important branch of operations research that has been
studied, developed rapidly and widely used in economic activities such as water
supply system development [154], production scheduling [12], social networks [47],
nurse rostering problem [157] and so on. It is an indispensable requirement for
GDM, and improving economic effects generally taking two ways [44]:

1. The improvement in technology, such as improving the production process,
using new equipment and new raw materials.

2. The improvement of production organization and plan, that is, reasonable

arrangement of human and material resources.
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Generally, the linear programming consists of three elements: variables,
objective function and constraints. The problem of finding the maximum or
minimum value of a linear objective function under linear constraints is collectively
called a linear programming problem. Decision variables, constraints, and objective
functions are the three elements of linear programming.

In the process of GDM based on linguistic assessment, linear programming is a

common method. Specific applications are reflected in the following aspects.

- Computing weights information. For MAGDM, the weights can be associated
to DMs or attribute and they could be provided in advance or unknown. If the
weights information is not given in advance, the objective method is needed to
obtain the weights information. To construct an optimal model is a common
way for obtaining the weights information [7, 29, 203]. The objective function is
usually the minimum of the distance among the DMs" opinions or the balance

of each alternative from the best or worst alternative.

- Obtaining the adjusted opinions during CRP. The consensus of the DMs’
assessment is the prerequisite of further decision making. The adjustment of
initial opinions is inevitable if the consensus level is not satisfied. The
acquisition of the adjusted opinions is often through the building of a linear
programming model [72, 93, 184, 216]. The objective function is usually the
minimum adjustment between the original and adjusted opinions or minimum

adjustment cost from the original opinion to the adjusted opinion.

2.6.2 Stochastic Approach

Probability theory [39], as the basis of the stochastic approach, is a branch of
mathematics that studies the quantitative laws of random phenomena. Since
probability theory involves extensive knowledge, here we only introduce the
common knowledge often used in MAGDM. According to the category of the

stochastic variable, the attribute value could be divided into three parts as:

1) Attribute value is discrete [190, 201]. It is the general distribution of
attribute values. Usually, DM gives the assessment of the attribute in
advance, then the attribute value is the possible value with possibility

value equal to 1.
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Attribute value is continuous [86]. Usually, the value range will be given
in advance. In this situation, the attribute value is presented with
probability density function. For the uncertain attribute value, its value is
usually views as a stochastic variable that belong to normal distribution or
uniform distribution.

- Normal stochastic variable
Suppose that the probability density function of continuous
1 _(x—u)2

stochastic variable X is f (x):—ze 20 where x4 and o’
2no

represent the expectation and variance of X , then X is normal

stochastic variable, denoted as X ~ N(u,0°). If Y=aX+b with

X ~N(u,6°), a,b are real numbers and a#0, according to the
knowledge of probability theory and mathematical statistics, ¥ is still
a normal stochastic variable, its probability density function is as

y—(ap+b))

1 2(ac)?
g(y) dor (2.15)

where Y ~ N(au+b,(ac)’)

Suppose that X, X,,..., X, are n mutually independent normal
random variables, denoted as X, ~ N( ,ul.,diz) . If these stochastic
variables are linearly added, which is Z=c¢X,+c, X, +---+¢c X, ,

where ¢,¢,,...,c, are real numbers that exist at least one ¢; # 0, then

according to the knowledge of probability theory and mathematical
statistics [39], Z is still a normal stochastic variable, its probability
density function is as

_(e)?

24 (2.16)

1
h(z) =——=ce
N2drx
where ¢ = z; U, d= Z; clol, Z ~ N(Z::l:1 cl.,ui,z; c’ol).

Generally, the larger the expectation g and the smaller the

variance o of a normal stochastic variable X, the greater the X . If

o?=0, then X is a real number H . The comparison rules between
any two normal stochastic variables X, ~ N(y,o;) and

X, ~ N(u,,03) are as [39]:
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a) If > 1, and ol <o, then X >X, ;
b) If 4=, and o, <o;, then X, > X,;
¢) If g4 >u and o =0;, then X, > X,.

- Uniform stochastic variable
Suppose that the probability density function of continuous

stochastic variable X is f(x)= 5 ! ,a<x<b and f(x)=0,else,
—a

where a and b are the boundary values of x, then X is a uniform
stochastic variable, denoted as X ~ U(a,b).

3) Attribute value is non-discrete discontinuous [153]. DM can only make
sure the attribute value under certain circumstances, however, in some
cases, the attribute value is uncertain [49, 101, 195]. In this situation, the
attribute values are the combination of continuous and discrete

distribution, then they could be analyzed based on the above two cases.

Stochastic perspective is a common way to deal with uncertainty [41, 89, 91].
When the attribute values are not deterministic, the process of arriving at the
weights of objects becomes more complicated [139]. As Honert [166] pointed out
that the attributes can be interpreted as stochastic when it is required to deal with a
number of values for the same assessment. Thus, stochastic approach can be
defined as an approach to handle uncertainty that defines probability distribution
for each input value or parameter in the MAGDM process [125]. For example,
Tervonen et al. [161] proposed a stochastic method based on stochastic
multicritieria acceptability analysis for assessing the stability of the parameters in
sorting problems. Celik et al. [15] gave a comprehensive review on stochastic
MAGDM applications and approaches. Therefore, the stochastic approach is very
useful for the condition when a MAGDM is based on the stochastic initial

information.
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Chapter 3

Research Results

This chapter provides a summary of the main proposals developed in this research
memory. Research findings and results will be discussed for each proposal in short.
There are three proposals which are related with the different objectives presented

in the Introduction chapter:

- A new representation and computation model of TD2L from

stochastic perspective

- The measurement of the reliability of the adjusted preferences
modeled by TD2L information.

- A CRP with minimum adjustment in GDM considering the tolerance

of DMs for changing their opinions

3.1 A stochastic perspective on a MAGDM method
based on TD2L information

In order to achieve the first objective pointed out in Section 1.2, we highlight the
operation rules between TD2L labels from the stochastic perspective, and then
analyze the limitations in current computation model of TD2L. Afterwards, a
MAGDM method with the TD2Ls assessment from the stochastic perspective is

proposed and tested on a real life decision making problem.
39
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3.1.1 A new representation and computation model of
TD2L

As mentioned previously, TD2L label represents the assessment given by DMs
with the reliability of the assessment presented at the same time. However, the
reliability degree is a subjective evaluation on reliability of the given assessments
and variables due to the limitations in cognitions and the complexity of decision
objects. All assessments without total reliability degree are viewed as uncertain
ones. Besides, the existing computation model of TD2L considers the two
dimensions information as dependent information, in fact, the two dimensions are
related to each other, thus the relations should be considered in the process of
information transformation.

To address such limitations about the representation and computation of TD2L
labels, we have introduced a new proposal that aims to develop a new
representation and computation model from a stochastic perspective, and then to
propose the new rules for comparison and similarity measure for TD2L labels
associated with the relative importance of the two dimensions linguistic

information.

3.1.2 MAGDM method based on the new TD2L
representation model

This new MAGDM method is mainly based on the new aggregation function of
TD2L labels, the new MAGDM method based on the proposed TD2L computation
model is then developed accordingly, all of the contributions are enumerated and

briefly explained below:

1. This proposal aims at developing a corresponding rule from TD2L label to
a stochastic variable and its inverse. Hence, the comparison and similarity
measurement between two TD2L labels have been defined with the
consideration of the relative importance degree of the two dimensions of
information.

2. To deal with the uncertainty of the initial assessment, another dimension
linguistic information is added to ensure the reliability of the initial

assessment. To further deal with the TD2L information, a TD2L label is
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viewed as a stochastic variable with corresponding expectation and
variance.

3. To reflect the reliability of the overall assessments accurately, a new
aggregation function of TD2L labels is developed. If all DMs provide the
same assessment about the object, then the aggregation result obtained by
a general aggregation operator is the same with the assessment provided
by all DMs, however, the reliability degree is improved by a new
aggregation function of TD2Ls, which is more reasonable and
interpretable in real life MAGDM.

In addition, for carrying out fair comparisons with other studies, we have
described an experimental process on a real world decision making problem about
a business angels (BAs) group with rich entrepreneurial experience which desires

to select a suitable investment project from four small unlisted target companies.
The article associated to this proposal is the following one:

Z. L. Wang, Y. M. Wang, L. Martinez. A stochastic perspective on a group
decision making method based on two-dimension 2-tuple linguistic information.
International Journal of Fuzzy Systems, 2022, https://doi.org/10.1007 /s40815-021-
01199-3.

3.2 A GDM method based on two-stage MACM
with the TD2L labels for reliability measure

After applying a minimum cost CRP, the DMs’ adjusted opinions are usually
different from the original ones. In spite of the original ones were initially reliable,
the reliability of the adjusted opinions cannot be guaranteed. Obviously, the
reliability of the adjusted opinions is important during the decision process,
adjusted opinions with high consensus level but low reliability would be
meaningless. Therefore, the adjusted opinions and its reliability should be
considered during the GDM solving process. Nevertheless, it has been neglected so

far when DMs’ opinions are automatically modified without DMs’ supervision.
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3.2.1 Analysis on the features of MACM and related
limitations in current studies

According to the taxonomy presented in [88], CRPs can be classified according to
their feedback process into two types: Consensus with feedback and without
feedback. Obviously, consensus with feedback improves the level of agreement
among DMs, which also leads to increase the reliability on adjusted opinions.
However, for some decision making problems, like emergency decision making [33,
191, 194], it is necessary a high-quality decision making within the limited time,
and it is not convenient to wait for the adjusted opinions after several rounds
feedback, because time is crucial to be effective and successful. To balance the
increased reliability of consensus with feedback and the low cost of consensus
without feedback, we try to develop an automatic CRP with minimum adjustment
considering the reliability of the adjusted opinions. The main results of the analysis

and some related outcomes obtained are briefly enumerated:

1. The use of the existing MACMs leads to agreed opinions, by modifying DMs’
original ones, very quickly. However, the reliability of the adjusted opinions
obtained by these models is not guaranteed, which reduces the reliability of the
decision solution. Therefore, an objective detection approach on reliability of

adjusted opinions is necessary for GDM.

2. Regarding the adjustment cost, the more DMs’ opinions needed to change, the
higher the cost of the adjustment. Therefore, the number of the adjusted
opinions should be considered. Especially for large scale GDM problems, if too
many DMs need to change their initial opinions, then the CRP would be with
low execution. A two-stage MACM is proposed, which not only considers the
minimum adjustment, but also minimizes the number of adjusted preferences.

It includes the following two stages:

Stage one: To maximize the improvement of consensus level for each pair of

alternatives within the minimum adjustment.

Stage two: To obtain the adjusted preferences with a certain consensus level at

the first stage within the minimum adjustment.

3. The relations between the total preference adjustment and the reliability of the
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adjusted preferences are discussed. Not only the adjustment distance and the
number of the adjusted opinions are considered, but also the reliability of the
adjusted opinions is derived from the measure of the distance between the

original and adjusted opinions.

3.2.2 A large scale GDM method considering the two-
stage MACM with the TD2L labels for reliability

measure

As previously mentioned, the decision method for dealing with large number of
DMs and the reliability measure of the adjusted opinions after CRP are challenges
for large scale GDM, aiming at improve the existing methods, we have proposed a
new large scale GDM method that deals with a large number of DMs and a
reliability measure of the adjusted opinions after CRP during the decision making
process. At the same time, our proposal presents the alternatives ranking with
reliability, which illustrates the reliability of one alternative is better or worse than
another alternative. The initial assessments provided by DMs are linguistic terms,
2-tuple linguistic information will appear during calculation, while the final
decision result is made based on TD2L information. In the process of linguistic
transformation from linguistic term to TD2L information, a large scale GDM
method based on a two-stage MACM plays a key role. This proposed method has

the following novelties.

1. A new support degree (SD)-based clustering method is proposed to classify the

large number of DMs into several subgroups for large scale GDM.

2. A novel two-stage minimum adjustment consensus model which is an

automatic model is proposed.

3. The relations between the adjustment and the reliability of the adjusted
preferences are used to obtain a final reliable solution by using TD2L

information.

4. A new selection rule for choosing the best alternative is defined, the new
selection rule not only considers the optimal alternative but also considers the

reliability of the optimal alternative better than other alternatives.
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To highlight the performance, feasibility and validity of our proposal, we have
conducted several comparisons with the classical existing methods that are carried

out from different perspective.
The contribution associated to this proposal is the following one:

Zelin Wang, Rosa M. Rodriguez, Ying-Ming Wang, Luis Martinez. A two-stage
minimum adjustment consensus model for large scale decision making based on
reliability modeled by two-dimension 2-tuple linguistic information. Computers &
Industrial Engineering, 2021, 151(3): 106973.

3.3 A CRP with MACM in GDM considering the
tolerance of DMs for changing their opinions

During our research related to CRP with MACM, it was detected that there are
several issues that have not been successfully addressed yet, such as the following

ones:

1. Classically many CRPs consider that the minimum distance between original
preferences and the adjusted preferences is the key rule for achieving the
agreement, but in classical MACM the number of adjusted preferences should
be also considered. Zhang et al. [211] proposed a MACM with these two
consensus rules, however, they are separately used in the consensus

mechanism, which complicates the consensus process.

2. To reach an agreement among DMs, there will be a lot of consensus rules, like,
minimize adjustment between the original and adjusted opinions, minimize
the number of the original opinions need to be changed, maximize the number
of DMs that could stay their original opinions, etc. However, how to balance
these consensus rules is also an important factor, which will influence the

decision results of GDM.

3. There must be exist an upper and lower limit that DMs could accept or reject
the adjusted opinions during the CRP. If the tolerance of DMs for changing
their opinions is neglected, then the feedback mechanism is needed, which is
contradict with the automatic CRP. Therefore, the tolerance of DMs for

changing their opinions is necessary for CRP in GDM.
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In order to address previous issues, a new consensus model based on the
consideration of tolerance degree of DMs, and two consensus rules are considered:
(i) minimum distance between the original and adjusted preferences, and (ii)
minimum number of adjusted preferences. Furthermore, the reliability degree
detection of adjusted preference is presented. Therefore, the third objective

mentioned in Section 1.2 can be reached.

3.3.1 Dealing with the tolerance of DMs on the adjusted
opinions

The proposed CRP considers the following two consensus rules: (1) minimize the
distance between the original and adjusted preferences. (2) minimize the number of
adjusted preferences. In order to balance these two consensus rules, a DM tolerance
degree that defines how much is willing the DM to change his original opinion will
play an important role, which means DMs only accept the adjusted preferences
within tolerance interval.

The adjustment for DMs” preferences is necessary if the overall consensus level
is less than the consensus threshold. Hence, DMs’ tolerance degree is proposed as
the maximum change that DM willing to accept for the adjusted preferences, which
need to be considered. The adjusted preferences to be accepted must satisfy the
normalized distance between the original and the adjusted preferences less than
the tolerance degree of DMs. The tolerance degree ranges from 0 to 1.

If DM does not accept any change of the original preferences, then he/she is a
stubborn DM, which means the tolerance degree is 0. If tolerance degree is 1, then
DM could accept any change of the original preferences, where he/she is a
benevolent DM.

In fact, the consideration of tolerance degree of DMs is a strict view for
minimizing the number of the adjusted preferences. If the minimum number of
adjusted preferences is the only condition to be considered, then the distance
between the original and adjusted preferences may out of the tolerance interval of
DMs. In such situation, the minimum number of adjusted preferences is
meaningless.

Thus, it is important to consider both DMs’ tolerance degree of DMs and the
minimum number of adjusted preferences. To simplify the CRP, a consensus

mechanism with priority adjustment rule is designed, then a linear programming
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model with the minimum number of adjusted preferences is developed.

3.3.2 A CRP in GDM based on the reliability
measurement considering the tolerance of DMs

It has been already pointed out the lack of considering of the tolerance of DMs for
changing their opinions will lead to the unreliability of the adjusted opinions

during CRP. For better understanding, Algorithm I is designed to obtain the

optimal adjusted preference with minimum number of adjusted preferences
considering the tolerance interval of DMs.

Algorithm [

Input: The preference matrix provided by DMs, the tolerance degree of DMs, the
consensus threshed.

Output: The final adjusted preference.

Step 1: Check the overall CL of DMs’ preferences based on three consensus levels
as described in Section 2.4.2, if whole CL is larger than or equal to the consensus
threshed, then the CRP is done, otherwise continue to the next step.

Step 2: Set up consensus model with the first round, if it can be solved by software
LINGO 11 and obtain the optimal preference relations. Then the output preferences
are as the adjusted preference relations. If the model is unsolved, then go to the
next step.

Step 3: Set up consensus model with second round and repeat the process as
described in Step 2, if it can be solved, then output the adjusted preferences as the
obtained results. If the model is unsolved, then repeat the above steps until the
consensus model can be solved.

After using the Algorithm [, the adjusted opinions are derived, however, the
reliability of the adjusted opinions are not guaranteed. Here we give a reliability
model to compute the reliability degree of the adjusted preferences based on the
proposed consensus model, where the reliability degree comes from the concept of
stability degree of the original preferences. In this subsection, we introduce a
concept: stability degree of original preferences. Then, a comparison measure for
TD2L is provided in order to facilitate the selection of the best alternative of the
GDM problem.

The reliability degree of the adjusted preferences derives from the stability
degree of original preferences, which describes the similarity between the original

and adjusted preferences after CRP. The more similar the original preference to
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adjusted preference is, the higher the stability degree of adjusted preferences is.
The larger the value of stability degree is, the more stable the original preference is,

then the reliability degree of adjusted preference is more likely higher.

With the introduction of the new consensus model and the description of the
relations between the reliability of the adjusted preferences and the adjustment, the
steps to execute the decision making process are as follows.

Step 1: To use Algorithm [ to obtain the optimal adjusted opinions.
Step 2: To compute the reliability of the adjusted preferences.
Step 3: To obtain the final assessment information expressed as TD2L labels.
Step 4: To compare the TD2L labels, then obtain the alternative ranking.
Finally, an illustrative example is shown to certificate the effectiveness of the

proposed method.

The contribution associated to this proposal is the following one:

Z.L. Wang, R. M. Rodriguez, Y. M. Wang, L. Martinez. A Consensus Reaching
Process with Minimum Adjustment in Group Decision Making with Two-
dimensional 2-tuple Linguistic Information based on Reliability Measurement. 2021
IEEE International Conference on Fuzzy Systems, Luxembourg, 11th-14th July.
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Chapter 4

Publications

By virtue of the provisions of article 25, point 2, of the current regulations for
Doctoral Studies at the University of Jaén, corresponding to the RD program.
99/2011, this chapter presents the publications that make up the core of this
doctoral thesis.

These publications correspond to two scientific articles published in
International Journals indexed by the JCR (Journal Citation Reports) database,
produced by Clarivate Analytics and a conference paper indexed in Engineering

Village.
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Abstract The two-dimension 2-tuple linguistic (TD2L)
label, based on the traditional 2-tuple linguistic represen-
tation model, adds another 2-tuple linguistic term to
express the reliability degree of the assessments. However,
the reliability degree is a subjective evaluation on relia-
bility of the given assessments and variables due to the
limitations in cognitions and the complexity of decision
objects. All assessments without total reliability degree are
viewed as uncertain ones. Based on this idea, this paper
proposes a new TD2L representation model from a
stochastic perspective. The assessment expressed by TD2L
is a variable that fluctuates around the given linguistic
term, and the fluctuation range is decided by the reliability
of the assessment. Therefore, the assessments are regarded
as stochastic variables, where the expectancy and deviation
of the stochastic variable are corresponding to the first
dimension and the second dimension information of
TD2Ls, respectively. Consequently, two new aggregation
functions for aggregating TD2L labels based on the algo-
rithms among stochastic variables are proposed. In addi-
tion, the comparison and similarity measure between TD2L
labels are developed, which considers the relative impor-
tance of the two dimensions of TD2L labels. Finally, the
proposed method is applied to an investment decision of
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medium sized enterprise and alternatives ranking is pro-
vided with the probability of superiority. A comparison
analysis conducted from three aspects illustrates the
effectiveness of the proposed method.

Keywords Multiple attribute group decision-making
(MAGDM) - Two-dimension 2-tuple linguistic (TD2L)
information - Stochastic analysis - Aggregation function

1 Introduction

Linguistic terms are more easily represented than crisp
numbers for attribute assessments in multiple attribute
group decision-making (MAGDM). The concept of lin-
guistic variables was introduced by Zadeh [1], which took
values expressed by words or sentences in natural lan-
guages. It turned out to be a useful tool for handing
MAGDM problems with qualitative information. Since
then, MAGDM approaches for dealing with linguistic
variables have been widely investigated [2-9]. To avoid
information loss and reduce the cost of computation com-
plexity in calculation, Herrera and Martinez [10] proposed
a 2-tuple linguistic model with respect to computing with
words (CWWs). Furthermore, several extensions for the
2-tuple linguistic extension model have been proposed
within MAGDM problems which are the 2-tuple semantic
model [11-13], multi-granular 2-tuple linguistic model
[5, 14, 15], proportional 2-tuple linguistic model [16, 17]
and numerical scale model [18-20]. Based on the extensive
successful research of 2-tuple linguistic models in CWW,
Martinez and Herrera [21] provided an overview on these
models.

The previous 2-tuple linguistic models have been suc-
cessfully used to elicit the assessments but, the reliability
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of the assessments is also important for decision makers
(DMs). The extant decision-making models with 2-tuple
linguistic assessments assume that all the assessments have
the same confidence level [22], which may be infeasible in
a practical decision environment. In order to show the
evaluation on the reliability of the assessments, Zhu et al.
[23] proposed the concept of two-dimension linguistic
information, which includes the reliability information of
the subjective assessments. Obviously, the information
expressed by TD2L is more accurate and reasonable,
because the assessment and the reliability of the assessment
are provided at the same time. Due to the advantage of
expression of TD2L labels, several studies have explored
MAGDM problems with two-dimension linguistic assess-
ment [24-36]. Zhu et al. [30] proposed a two-dimension
linguistic lattice structure to deal with two-dimension lin-
guistic information, which makes the expression of infor-
mation more intuitive and comprehensible. Liu et al.
[29, 37] proposed some two-dimension uncertain linguistic
aggregation operators and applied them to practical
MAGDM problems, Wang et al. [33] applied the TD2L
representation model to a large scale group decision-mak-
ing problem. Liu et al. [35] developed an improved failure
mode and effects analysis method using two-dimensional
uncertain linguistic variables. Zhao et al. [38] combined
two-dimension linguistic expression and PROMETHEE
methods for multiple attribute decision-making. In addi-
tion, it has alse been widely used in other fields in real life,
such as power plant site selection [31], emergency man-
agement [36] and risk assessment [32].

However, some aspects have not been sufficiently ana-
Iyzed yet. Firstly, existing approaches for dealing with the
TD2L labels have considered the two dimensions as
independent information without taking into account that
the uncertainty of the assessment is related to the reliability
degree. Secondly, previous studies attached more impor-
tance to the assessment than the reliability degree but failed
to consider the relative importance degree of the two
dimensions. Thirdly, the general aggregation operators of
TD2L labels didn’t reflect the reliability degree of the
overall assessment, leading to the distortion of information.
In this paper, we aim to solve these limitations.

Let (S';,;j',) and (x,s,) be two TD2L labels, then the
reliability degree of the first dimension information s;, and
s§;, are shown in Fig. 1b, in which the grey shadows rep-
resent the uncertainty of the assessment. The assessment is
uncertain and adjustable according to the different relia-
bility degree. Figure la shows presentation of TD2L labels
in previous studies, which regarded the label as previous
points, meaning that the first dimension and the second one
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Fig. 1 The different representations of TD2L labels

are two independent measurements. Hence, we process the
uncertainty and adjust the assessment according to the
reliability degree to propose a new TD2L representation
model. With the aid of stochastic analysis, the assessment
is regarded as a stochastic variable, where the numerical
characters of the stochastic variable are decided by the two-
dimensional information of TD2L labels.

As pointed out by Honert [39], a judgement can be
explained as stochastic when it is required to deal with a
number of values for the same judgement [40]. Based on
the fuzzy sets theory [41] and probability theory [42]. this
paper focuses on MAGDM problems with two-dimension
linguistic information to overcome the previous limitations
and further improve its application research, A novel two-
dimension linguistic representation from a stochastic per-
spective is presented. Then two new aggregation functions
are developed based on this, which are different from the
traditional aggregation operators. The comprehensive reli-
ability degree will be presented with the aggregation of
TD2L labels.

The rest of this paper is arranged as follows: Sect. 2
reviews basic concepts regarding 2-tuple linguistic and
two-dimension linguistic representation models. In Sect. 3,
a new TD2L model is proposed which makes TD2L label
corresponding to a stochastic variable and vice versa, then
a comparison and distance measure for TD2L labels are
presented. Furthermore, we develop the TD2L aggregation
function (TD2LAF) and TD2L ordered aggregation func-
tion (TD2LOAF), and related properties of the two func-
tions are studied in details. Section 4 gives a new group
decision-making method based on TD2L assessment. In
Sect. 5, a practical example is provided to demonstrate the
concrete steps and present the results of the proposed
method. The comparison analysis shows the flexibility and
effectiveness of the proposed method with two-dimension
linguistic assessment. The conclusions are drawn in
Sect. 6.
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2 Preliminaries

In this section, we mainly review the basic concepts of 2-tuple
linguistic representation model [10] and two-dimension lin-
guistic label [30], which will provide a basis of the study.

2.1 The 2-Tuple Linguistic Model

Suppose that § = {.f(,.ﬂ. .. .8} is a pre-defined linguistic
term set, and the cardinality of S is g + 1. For any s;,s; € S,
the following properties should satisfy [10]:

(1) The set is ordered: if i > j, then s; > s;;

(2) Maximum operator: if s; > s;, then max (.\‘,, sj) = s

(3) Minimum operator: if 5; > s, then min(s;, ;) = 55

(4) Negation operator: neg(s;) = sg_;.

In general, the cardinality of linguistic label set S is an
odd number, and more than 9 or less than 5 are difficult for
DMs to evaluate. Therefore, the cardinalities of linguistic
label set S are usually 5, 7 or 9. If § is defined with 7
cardinalities, then it shown as §= {sy = none,
S| = verypoor, 53 = medium, s34 = good,
$5 = verygood, so = perfect}.

In order to express linguistic information more exactly,
a 2-tuple linguistic term (s;, o) is proposed by Herrera and
Martinez [10], where s; is a linguistic term involved in set
§. o is a numeric number representing the deviation from s;.
Some related notations of 2-tuple linguistic are provided as
follows:

§; = poor,

Definition 1 [10] Let S = {a(,,n, .. .:sg} be a linguistic
term set and f§ € [0, g| be a value representing the result of
aggregation operation. The 2-tuple linguistic term (s;, )
equivalent to f§ through the function is A as follows:

A:[0,g] — S x[-0.5,05) (1)

i, i = round(ff)

a=foine[-0505 @

A(f) = (si,%), with {

where round is the usual round operation.
Obviously, A is a one to one mapping function. A has an

inverse function A~ ' that A ':§x[-0.505) — [0, ¢]
and A (s, o) = o +i=f.
Definition 2 [10] For any two 2-tuple linguistic terms
(siy2;) and (.\‘j,otj), the relations to compare them can be
given as follows:
(1y (D Ifi>j, then (s;,0;) > (‘v‘,-,aj):
(2) Ifi=}, then

(@) (si,04) > (SJ,\ ocj) for a; > a3

(b) (s, 0) < (57, 2) for oy <oy

(©)  (si,0) = (5. 2) for o = o

2,2 Two-Dimension 2-Tuple Linguistic Label

2-tuple linguistic variable only express the assessment of
attribute provided by DMs, however, in real life, DMs not
only want to know the objective assessment but also want
to obtain the evaluation on the reliability of assessment.
Therefore, Zhu et al. [23] introduced the definition of two-
dimension linguistic label as follows.

Definition 3 [23] Let §={s;#,.... 5} and § =
{50.81,.. ., 8} be two linguistic term sets, where the
cardinality of § and §* is g+ 1 and A + 1, respectively.
Then T = (s;,5;) is a two-dimension lingusitic label, in
which s; € § used for describing the assessment of alter-
natives provided by DMs. §; € 8* describes the self-
assessment of DMs on the reliability of the given evalu-
ation result.

In order to express more possibilities of two-dimension
linguistic information in the calculation process, Zhu et al.
[30] extended the discrete two-dimension linguistic label
into continuous, which is defined as follows.

Definition 4 [30] Let §={s;%,....5} and § =

{80,871, ..., 81} be two linguistic term sets, f§ € [0, 2] be a
number value representing the aggregation results of the

linguistic labels in S, and ji € [0.4] be a number value
representing the aggregation resluts of the linguistic lables
in §°. A TD2L label expressed by two 2-tuple linguistic
labels equivalent to a binary numerical array (ﬁ /5)

through the function A is defined as:

A [0g] % [0,] — (8 % [~0.5,05), 8" x [-0.5,0.5))
(3)
$ivi = rownd ()
o %= fi—ixe[-0505)
A((ﬁ, ﬁ)) = ({5, ). (§,@)). with o m“nd(ﬁ)

@ = fi—j, o € [-0.5,0.5)

)

where round is the usual round operation.
The two-dimension linguistic label defined in Definition
3 can be represented by TD2L label defined in Definition 4
by adding 0 in each linguistic label, that is

(5:,5) = ((5:,0). (55, 0)).
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3 A New Two-Dimension 2-Tuple Linguistic
Computation Model

This section proposes a TD2L representation model from a
stochastic perspective, and then develops a comparison and
similarity measure for TD2L labels associated with the
relative importance of two dimensions. Furthermore, two
TD2L aggregation functions and their superiority are
described.

3.1 Two-Dimension 2-Tuple Representation
from a Stochastic Perspective

Inspired by symbolic translation o of 2-tuple linguistic
label (s;, ), the second dimension information (s}, ;) for a
TD2L label ((s7. ), (5},2)) can be regarded as the devi-
ation degree from the first dimension information (s, o). A
new TD2L model with the aid of stochastic analysis and
some related notations are provided as follows.

Definition 5 Let  S={5.5,....5,} and § =
{$0,%1,...,8,} be two linguistic term sets, §=
((5i.04), (§,2;)) be a TD2L label. s €8, § €S,
o, € [-0.5,0.5). ac[0,g] and b€ [0,g°/9] are the
values representing the symbolic aggregation of linguistic
labels in § and §°, respectively. The function ¢, used to
obtain a TD2L label represented by two 2-tuples that is
equivalent to a binary numerical array (a. b), is defined as:

¢ (a,b) — (S x [70.5,0.5),5* X [70.5.0.5)) (3)
ol(a,b)) = (51,2, (5,%)) (6)

Obviously, ¢ is a one to one mapping. Accordingly, ¢
has an inverse function with ¢~': (S x [-0.5,0.5),5"
%[=0.5,0.5)) — (a,b), where ¢~ (f) = o " ((s1, )
(%,2)) = (a,b).

Different from Definition 4, here a TD2L label corre-
sponds to a stochastic variable and the value of binary
numerical array (a,b) is regarded as the numerical char-
acteristics of the stochastic variable, while a represents the
expectancy of stochastic variable and b represents the
variance of stochastic variable. The value rules of « and b
are defined as follows.

Let X be a stochastic variable with the expectancy and
deviation being E(X) and D(X), respectively. (a,b) is a
binary numerical array equivalent to a TD2L label

5= (s o). (55,04) ). § corresponds to a stochastic vari-
able X with E(X) = a and D(X) = b, respectively. Then

the relations among 3, {a,b) and X are shown in Fig. 2 as
follows.

@ Springer

In real life, one of the most common forms is that
attribute values follow or approximately follow normal
distribution [43]. In this paper, we consider that a TD2L
label corresponding to a stochastic variable X in normal
distribution and X ~N{a,b), then the probability of x
between a — 3+/b and a + 3v/b is 99.74% according to 3¢
principle of normal distribution [42], where x is a possible
value of X and represents the assessment of attribute value
and xe0,zg]. Therefore,
XE [ma_r{u — 3\@, (]}, min{a + 3\/5,1{}:. The develop-
ment of two-dimension 2-tuple linguistic information and
the corresponding relations between ((s;,2), (£}, %)) and
(a, b) are described in Fig. 3 as follows.

Obviously, 5 = ((s;, %), (,0)) is a TD2L label with
the lowest reliability degree of assessment. Let {a, b) be the
binary numerical array equivalent to §. then the value of b
is maximum, which represents the lowest reliability of the
assessment (s;,¢;). The value of a represents the expec-
tancy of stochastic variable X corresponded to s,
a=A (5, ). In the following part, we study the rules of
valuing b.

The range of assessment value is [0, g] and the range of
the value of X corresponded to Sis [a — 3\/5.(1 4 3\/?7?.
Considering that the assessment value could be any one
belonging to interval [0, g] for § = ((s;, ), (55.0)). If @ —
3vb=0 or a+3vb=g, then the overlap between
intervals [0,g] and [« —3vh,a+3vb] is the largest,
which reduces the uncertainty of the assessment. Based on
this, we consider two cases as follows.

() For a—3vb=0, then x¢€[0,min{2a,g}]. If
O0<a<g/2 then x € [0,2a] C [0,g]. If g/2<a<g,
then xe€[0,g]. Therefore, g/2<a<g with
@ — 3/b = 0.The probability density function of X
is shown in Fig. 4 as [ollows.

(2) For a+3vb =g, then x € [max{2a — g.0},g]. If
0<a<g/2, x€l0,g. If g/2<a<g, then
x€[2a—g,g C [0,g]. Therefore, 0 <a<g/2 with

o EQN DY) ¢
X

jm————d—————

(),

Pl e i P

Fig. 2 The relations between a TD2L label and its corresponding
stochastic variable
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“U §| (“l'f:a“) S.g

Fig. 3 The corresponding relations between ([aﬂ,a,—),(.v‘_;,oc',)) and
(a.b)

a -+ 3v/b = g. The probability density function of X
is shown in Fig. 5 as follows.

Based on the above statement, for the TD2L label § =
(i, ), (50,0)) with the minimum reliability degree, if
g/2<a<g, then b=d’/9. If 0<a<g/2, then
b=(g—a)’/o.

Then, we explore the rules of valuing b of general TD2L
label § = ({57, %), (57 %;)). Suppose that the terms in set 5*
are uniformly and symmetrically distributed as the general
lingusitic terms set proposed by Herrera and Martinez [10].
Likewise, the rules of valuing & with g/lgugg and
0 <a<g/2 are shown in Figs. 6 and 7 as follows.

where Fig. 6-(a) represents the corresponding rules
between the first dimension information (s;, ;) of TD2L
label and numerical number a. Fig. 6-(b) represents the

Sx)

§pGe) s

Fig. 4 The probability density function of X with a — 3Wb=10

Jx)

0_1 a'eg/2 3vb £ %

S & v Gt 3,

Fig. 5 The probability density function of X with a + 3Vb=g

corresponding rules between the second dimension infor-
mation (s,y,) of TD2L label and numerical number
a— 3\/!_7.

where Fig. 7-(a) represents the corresponding rules
between the first dimension information (s, o;) of TD2L
label and numerical number a. Fig. 7-(b) represents the
corresponding rules between the second dimension infor-
mation (s'}‘ocd,) of TD2L label and numerical number
a+3 \/E

Therefore, for any TD2L labels, the rules of valuing
(a,b) that arc cquivalent to a TD2L label §=
(55 27), (5, 04)) are provided as follows.
Definition 6 Let S= {.ﬁn..\'}: ,..,.s‘g} and §' =
{50,81,..., 81} be two linguistic term sets, (@, b) be a bin-
ary numerical array. a € [0,g], b€ [0,g%/9]. Let §=
(($i-2), (§,05)) be a TD2L label. The functions x; and v,
used to obtain (s}, ;) and (s']-,zj). respectively, where 5
equivalent to (a,b), are defined as:
nla) = (8, o) (7
Wila.b) = (§.a) (8)
where (1) If g/2<a<g, then i= round(a)u =a—i,

Jj=round((1 —3vb/a)h),o = (1 = 3v/bja)h —j. (2) If

0<a<g/2, then i=round(a), wj=a—1i, j=round
(1 =3vb/(g —aDh). oy = (1 = 3Vb/(g — a))h —J.

In special, if & = 0, then the corresponding TD2L label
is ((si, ), (§1,0)). If b= g?/9, then the corresponding
TD2L label is ((s;, %), (5,0)).

Obviously. the function y, is the same as function A
proposed by Herrera and Martinez [10], and there exists an
inverse function y,. As such from the first dimension of
TD2L label it returns its equivalent numerical value
a € [0, g]. The function y, is provided as follows.
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Fig. 6 The numerical scales of two dimensions linguistic terms with g/2<a<g
0o 1 a g2 g
L 1 1 1 I (a)
i 8 (it Ay 5,
2a—g 2a—g+(g-a)j+a)/ha g-(g—a)j+a)fh g
M - L | S (b)

h

a 73\/@

S

Gra) g

a+3Jp

Fig. 7 The numerical scales of two dimensions linguistic terms with 0 < a<g/2

xS %)) = a (9)
where a = i -+ o;. Similarly, there exist a function y,, as
such, from a TD2L label it returns its equivalent numerical
value b € [0, g%/9]. The function i, is provided as follows.
Yo (80, 00), (5,05)) = b (10)

a=p((she). I
b=(a(l—(j+o)/h)/3)" It
b=((g—a)(1 = (j+=)/h)/3)"

Property 1 The value of b in the range from 0 tog? /9. In
special, if g/2<a<g, then0<b<da?/9. 0 <a<g/2,
then0 <b < (g — a)*/9.

Proof If g/2<a<g, then b = (a(1 — (j+ %) /h)/3)
Since (j+o;)/h€[0.1], then 1— (j+a)/he0,1],
a(l— (j+2)/h)/3€[0.af3]. bel0,a/9]C[0,g" /9
Tt 0<a<g/2, then b= ((g—a)(l— (j+2)/h)/3)"
Since (j+o)/h€[0.1], then 1— (j+a)/he0,1],
(s-a) (1-(t+z)/mselo, (s-allbe
[0,(g — a)Z/Q} C [0,g°/9], which completes the proof of
Property 1.

Based on Definitions 5 and 6, the relations among
functions @, @', x,, #2: W, W, are concluded as follows.

where g/l2<a<g, then

0<a<g/2, then

"

o((a:8)) = (nr((S5,0)). 1 (5 ), (55:4)) ) (n
o (s 2. (855 ))) = Gl (8 ) 2 (85020, (85 ))
(12)
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As shown in Fig. 1, a TD2L label can transform to and
form a binary numerical array through functions ¢ and
@', respectively. A more detailed description of the
relations among TD2L label, binary numerical array and
stochastic variable X ~N(u,0%) is shown in Fig. 8 as
follows.

In order to illustrate the value of a, @ — 3v/b, a + 3vb
that (a, b) equivalent to TD2L labels, an example is pro-
vided as follows for a better the understanding of the rules.

Example 1 Let §, = ((5,0.2),(5,0.1)) and §, =
((§3.-0.2). (53, -0.2)) be two TD2L labels with
g = 6,h = 4, then the value of ay, a; — 3v/by, a; + 3vB,
that (@, b)) equivalent to 31 are shown in Fig. 9. The value
of a2, az — 3+/ba, az + 3+/by that (a2, b2) equivalent to S,
are shown in Fig. 10 as follows.

Example 2 Let S= {§,5,....%} and 5" =
{S0.61,..,64} be two linguistic term sets, §=
((83,0.4), (55,0.2)) be a TD2L label, then the equivalent
binary numerical array to § is (3.4,0.0529), where
a=34+04=34;
b=(34x(1—(3+02)/4)/3) =00529.  Inversely,
let (3.4,0.0529) be a binary numerical array, then
the equivalent TD2L label is ((s3,0.4),(s3,0.2)),
where i =round(3.4) =3, o =34-3=04;
j=round((1 — 3 % 0.0529/3.4) x 4) =3, w=(1-3x
V/0.0529/3.4) x4—3=0.2.
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Fig. 8 The transformations between a TD2L label and its equivalent
binary numerical array

3.2 Comparison of Two TD2L Labels

The method of comparing attribute information is very
important in decision-making and constitutes the funda-
ment of data analysis. In the following part, a comparison
that takes the relative importance of two dimensions of
TD2L labels into account is proposed. The comparison
results show the probability of the superior of one TD2L
label over another.

Definition 7 Let 8\ = ((si.%,). (5,.%;,)) and § =
(5, 2), (8,.95,)) be two TD2L labels, (ay,b) and
(a2,b5) be two binary numerical arrays equivalent to 5.
fg , respectively. X and Y are two normal stochastic vari-
ables with X ~N(a;,b;) and Y ~N(az, by). Then the
probability of X <Y is defined as follows:

P(X<¥) = j [ Ef(ff)f‘(y)d}'a‘x (13)

where f(x) = \/2*1" f()) = vme B,

To make a comprehensive comparison, we consider the
symmetric binary numerical array of (a.b), which is
denoted as (a',b). The definitions of (a,5) are provided

as follows.

a,=28
0 1 2 6
L L 1 \L\S ¢|1 ? ] (a)
& 5 5 (4,,-0.2) 5, ds S
-04 Le4 28 376802 ¢
e (b)

5 5| &
- 3\/5 a, + 3\fb_1

Fig. 10 The numerical scales of two dimensions linguistic terms of
= ({53, ~0.2), ($3, —0.2))

Definition 8 Let S:{.\:g:j],.,.,s’g} and S§' =
{§0,§1,.-,§} be two linguistic term sets, §=
(($:.2), (§,0;)) be a TD2L label. (a.b) is the binary
numerical array equivalent to 5. Then the symmetric bin-
ary numerical array of (a,b) is (a,b),
a = y((5,9)). If hi2<d <h, then b = (a'(1—(i+

where

%)/g)/3) If 0<a <h/2, then b = ((g—a)(1 - (i+
%)/8)/3)’.
Example 3 Let S={s),5,....5%} and § = {5,
§1,...4} be two linguistic term sets, § = ((5.

0.2). (§4, —0.4)) be a TD2L label, then the binary numer-
ical array equivalent to §is (3.2,0.0114), the symmetric
binary numerical array of (3.2,0.0114) is (3.6,0.3136),
where o =4 -04=36, b = (3.6 x (1 —3.2/6)/3)
= 0.3136.

Let 5= ((s, ), (§,.2,)) and 5 =((,
#3,), (8. %, )) be two TD2L labels, (ay, by) and (az, b2) be
two binary numerical arrays equivalent to §\, §2, respec-
X ~N(ay,b) and ¥ ~N(ay,b,), where (a;,b))
and (azb;) are symmetric binary numerical arrays of
(a1,b)) and (aa,b>), respectively. Then the probability of
X' <Y is as follows:

tively.

0 1 2 6

| | | % 4|’\I/ | (d)
S & & & (.02 &

0 3255 42 5145 8.4

\ | R A i (b)
5, . 0.1)

a, 73\/.?77

5
1 al +3'\E

Fig. 9 The numerical scales of two dimensions linguistic terms of j\ = ((54.0.2), ($5.0.1))
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where f(x) = —* = e M.

A/ 28, ¢ \/ 2,

The comparison results of two TD2L labels cannot be
decided only by the probability of X <Y. It is obtained by
the comprehensive consideration of the probabilities of

X<Y and X <Y The probability of the superior of one
TD2L label over another is as follows.

Definition 9 Let S; = ((s;,%,). (5;,.2,)) and 5§ =
((&,2, o, ), (.&j-}.o(jg)) be two TD2L labels. Then the proba-

bility of the superior of S, over §) is as follows
P(.?, < s}) — kL P(X<Y) kzp(x’ <Y’) (15)

where 0<k ko<1, ki +k =1.

The comparison rules between §; and §g are as follows.
() If 05P(§| =< §3) <(.5, then EL is superior to §2
with the probability 1 —P(§1 = §2), denoted as
>§| 1-— P(>§| = SAZJ »3?2.
2y 1f05 <P(§1 < gz) <1, then §2 is superior to S
with the probability P(S\ = 52) denoted as
$,P(S) < §) $i.
@Gy T P(§1 < Ez) = P(§g = .fz) =05, then §

equivalent to §3, denoted as 51 ~ 52.

=

Remark 1 k| and k> are the parameters representing the
relative importance assigned by DMs of the two dimen-
sions of 2D2L label. If DMs give more importance to the
first dimension information of TD2L label, then ky > ks, If
DMs give more importance to the second dimension
information of TD2L label, then k;<k,. If the first
dimension is of equal importance with the second dimen-
sion, then k; =k, =0.5. Unless otherwise specified,
ki = ks = 0.5. Specially, if k; = 1,k = 0, then the com-
parison results are decided by the first dimension infor-
mation of TD2L labels, if k; = 0.k, =1, then the
comparison results are decided by the second dimension
information of TD2L labels.

Example 4 Suppose that §), = ({55, —0.2), (i3,0.4))
and §, = ((54.0.3), (5.03)).g =6, h =4k =k = 0.5,

6136 ix 48
then P(X<Y)=[yf, \é

2
%0.0576¢ ¥l /2

(ra3? .
%0.0629¢7 2 x 0.0629dydx = 0.0749. P(X <Y') =
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i L= %0.0514eFmm L ~Fawrdydx = 03853,

P(§1 < §2) = 0.5 % 0.0749 + 0.5 x 0.3853 = 0.2301.

Therefore, ) is superior to 5, with the probability 0.7699.
3.3 Similarity Measures Between Two TD2L Labels

Kullback Leibler (KL) divergence is usually used to mea-
sure the difference between two probability distributions
|44]. Here, we use KL divergence to measure the differ-
ence between two 2D2L labels. The KL divergence
between two TD2L labels is defined as follows.

Definition 10 Let S; = ({5, ), (§,.%,)) and § =
(55 2,), (5),,9,)) be two TD2L labels,(a;,b;) and
(a2, b2) be two binary numerical arrays equivalent to 5
and Sa, respectively. X ~N(ay,by) and Y ~ N(aa, by) are
stochastic variables corresponding to S, and 55, respec-
tively. The KL divergence between §| and §; is derived
from the KL divergence between X and Y, which is defined
as follows.

fi(x)
f2(x)

where f(x) and f,(x) are probability density function of X

KL(X||Y) = v/;ft(x)[()g‘ dx (16)

_temag? .

and ¥, respectively. f(x) = ﬁe T, falx)
i _lem)?

Sy

Similarly, KL divergence between X’ NN(a’],bJ,) and
Y' ~N(d,,b,) is as follows.

¥ = «2., x)lo, f;ﬂ X
KL(X HY) - '/(;fl( )i Tk 17)

where (a; J b’,) and (a;.b'l) are symmetric binary numerical
arrays of (ay.6y) and (a», b2), respectively. (a,b,) and

(as,by) are the same as before mentioned. f)(x) =

3 are probabilit
Vo, a, R
density functions of X' and ¥, respectively.

However, KL divergence is a distribution-wise asym-
metric measure. In order to overcome the disadvantage,
Jensen-Shannon (JS) divergence [45] was proposed by its
advantage of symmetric and bounded. Following the
extension notations of IS divergence of TD2L labels are
provided.
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Definition 11 Let §; = ((5,,2,). (5. 2,)) and §2 =
((si2, %) (85,.95,)) be two TD2L labels, X and ¥ are
stochastic variables corresponding to §| and Ez, respec-
tively. The Jensen-Shannon (JS) divergence between §|

and §3 is derived from the JS divergence between X and Y,
which is defined as follows.

1 X+¥\ 1 X+V
JS(X,Y) :EKL(XH%) +5KL(YH%) (18)

where KL(XHX"Y) = fEf
3

(")‘f"gf. A):}aLx]dXKL(Y||X+Y) = [if (X)[Ugj X1 ux)d

f1(x) = 7e B fol) = e o

Theorem 1 JS divergence between any two TD2L labels
:‘i and §2 satisfies: []SJS(§1.§2) <L

Proof The logarithmic base e is used throughout this
correspondence unless otherwise stated. Therefore,
KL(X” XLY) = J:uf l"gf‘ 1)+f,(u‘h = fufi
(x)lagm dx+ [if1(x)log2dx.

0 < [3f1(x)log2dx < I.

J3f (0)log 8 dx < [, (0)log Al 4y = 0. Then
KL(X||%3£Y)< 1. In  special, if f,(x)=0., then
KL(X||*$¥) = 1. Owing to the convexity of KL diver-
gence, it follows that KL(X|*5Y) = [5f, (x)iog (&

(x)f 1 (x) + F2(x))dx = *J'ﬁfﬂg(h (%) + 20020 ()

(x)dx > fzngjgﬂ x) + fo(x)f (1) (x)dx = —log [f (x)
+f(x)dx = Specially, if  f (x) =/5(x), then
KI,(XHX”) =0. Based on
0 < KL(X||%5¥) < 1. Similarly, 0 < KL{¥Y || ¥5¥) < 1. Thus,
OS.LS(SI gg) <1, which completes the proof of

Theorem 1.

Obviously,

above statement,

Theorem 2 JS divergence and variational distance sar-
isfies: 2J8(X,¥) < [3If, (x) — f(x)|dx

Proof Since 2J8(X, ¥) = KL(X||%5Y) + KL(Y| X4Y)

= F x)lo 2)”,7(@“:
- [ e ();f((x)’
+ [ foa; 320 e

hR) = e ™ fal)

2f1(x) 2(x)

£
Jog sy oy o st e
I AE )
a _/-UOCIJEA’? J)er(X)) (11(23}) (T{z(ﬁ) J'og,f] (x) +/2(x)
20X 20X
7160 + 520 R + @
Let f:)'f) =4, f ,f,rf) w =B, then A+B

=1 ZJS(X Y) f()(ft £>(x)) (Alog2A + Blog2B)dx.
Using the inequality logZ gz — 1(Z € R), it follows that
Alog2A + Blog2B<A(2A — 1) + B(2B — 1) = A(24 — 1)
+(1 - A) (2-24-1)
=(24-1)"=(A—B) = (|A—B|)>. Since A,B € [0,1],
then |A—B|co, 1] (JA—B)?<|A—B|. Thus

WS YY) = [0+

falx

(N [ty — bl = [alf1(x) — £ ()|, which
completes the proof of Theorem 2.

Similarly, JS divergence between XFNN(a'I:b’I) and
Y ~N(a).b,) is as follows.

sy L X +Y X+
ss(x.¥) = zm_(xu * >+ KL(Y’H s )
(19)
where (a),5)) and (a5, by) are symmetric binary numerical

arrays of (ay,by) and (as,b,), respectively. (a;.b) and
(a2.b2) are the same as before  mentioned.

wa(S1155%) = o2

8 0

g ; A h gt 2
KL (%”%) = ,{nfz(xﬂ"é’j'l(}

e

Similar to the comparison of two TD2L labels, a simi-
larity measure between two TD2L labels considering the
two dimensions information comprehensively is provided
as follows.

Definition 12 Let S, = ((s,,a,), (5,,%,)) and 5, =
({8, %), (5i,-2;,)) be two TD2L labels. Then the simi-

larity between §| and 3’} is defined as:
Sinr(§.= 52) = L JS(X, Y) + AZJS(X’, Y) (20)

where X ~N(a;,by) and Y ~N(ay,b;) are stochastic

variables corresponding to 5, and S, respectively.
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X NN(a’l : b‘]) and YV ~N(a;. bz) are the same as before.
ky and k, represent the relative importance of the two
dimensions of TD2L label.

The meaning of k; and k» is the same as in Definition
11, Unless otherwise specified, k; = k> = 0.5, Obviously,
0 < Sim (5”1. s}) < 1. The larger the value of Sim(f. ; §g)
is, the smaller the distance between §| and §2 is.

Example 5 Suppose that 8, = {(sy, —0.2), (53,0.4)) and
Sy = ((54,0.2),(55,0.1)), g=6, h=4, k1 =k, =05.
Then  KL(X||*%Y) =0.4340, KL(¥||*$Y) = 0.5037,
KL(X|1¥52) = 0.0267, &L(Y)|1£47) 01122,
JS(X,Y) = 0.5 x 0.4340 + 0.5 x 0.5037 = 0.4689,
JS(X¥') =05 x 0.0267 + 0.5 x 0.1122 = 0.0695,

Sim (s". . §2) — 0.5 % 0.4689 + 0.5 % 0.0695 = 0.2692.

Based on the above statement, the comparison and the
similarity measure between any two TDZ2L Ilabels is
available through the JS divergence between two stochastic
variables corresponded to the TD2L labels.

3.4 Two-Dimension 2-Tuple Linguistic Aggregation
Functions

Here, two TD2L aggregation functions are introduced, with
the advantage of dependent additivity of stochastic vari-
ables with normal distribution, including TD2LAF and
TD2LOAF, which are defined as follows.

Definition 13 Let § = {E‘. 5 §,} be a TD2L label

set, S = ((Sir ), (8, 0,))t = 1,2,..,n. o=
)" is the weight vector of S. Then TD2LAF
is given by the following expression.

TD2LAF($1,8, -, 5) = (), ($0m,)) @)

where i, = mund(E:’ 1 m,a,), %, = g Wy — ip. The
value of j,, o; satisfies the following conditions.

(.o, ..

If 8253 ma <g, then
Jp = round (1 =33/ 300, wfb,/ 3L enai)h)

o, = (1=330 @b/ 30 oa)h—j
If0< 37 ona,<g/2, then

J, = round((1 — 3\/ f‘_‘ b,/ (g — 3, wa,))h)
“J,. (] -3 r: r r ( Zi:l m!““))h i ’
where (a, ;) is the equivalent binary numerical array of
S.t=12,n
Suppose that X, is the normal stochastic variable cor-

responding to §o1= 1,2, ...,n.X, is the normal stochastic
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variable corresponding to TD2LAF(§|. 52 g,,) then

X, has the same
X1+X4+...+X,.

Theorem 3 Let § = {E]:.S?h...j\n

numerical  characteristics  as

} be a TD2L label
set, §, = ((5i, o), (8, ;). and © = (1,09, . m,)" be
the weight vector of §. § = (85, 2), (85, 2)) is a TD2L

label with j + o = E;’_Iml (j‘ + -IJI), then.

(1) TD2LAF(§.,§;....,§”) =8

2) TDZLAF(S?,‘S\;.. . E) — 5, where Sy=
((‘é'n' j”u): (“-':':n'afn)) with (‘s:'n* 1!«) = (3:": oc,-), the

value of j, and o, are as follows.

If g/2<i+m<g, then
Jo = round((1 — 3/>.1 | wlb,/a,)h) )
= (1 =320 ot /a)h —jy ﬂ
If O<z+1 <g/2 then
{jo = round((1 — 3/3_;_, w?b,/(g — a;))h)
o, = (1 =30 wtby/(s ~ a,))h —Jo
In special, if §| = El = = 5'\”, then
TDzLAF(E. S, 5) -5
TD2LAF($1. 82,0, §) = (G, (,3,)),  where

the value of j, and o, satisfies the following: If
g/2<a<g, then jy=round((1-3/3 | e?bja)h)
= (1 =32 wibja)h—j,. If 0<a<g/2, then
Jjo= round((l -3/ b/ (g - a)h),
2, = (1-3/37 @b/(g —a))h — j. (a,b) is the binary
numerlcal array cotresponding to b..
Proof (1) Il g/2<a<g, then

Jot+ o, = (1 - 3\/ iw?b,/a)h
=1
- (] = S\I/im}(a(l

et zji)/h)/fi)l/a) h

1— \/,2; (ena(l = (j, + %,) /h)/3) /a)

-
(1 3= (a1~ G+ )W)’/ )h
s

1 \/2 o (1= G +2,)/h)) )
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Since 0<e <1, 0<1—(j,+o)/h<1, then
05(;);(1—(]"+aj,)/h)§l, then
T (“’F(] -+ 11-)/}’))2527- |’"'"(1 =i Ur + o) /),
Y (L= G+ 2)/h) < 1= 500 G+ %) /h o+
g = (1-(1-20 Gt /M =200+ =),
Therefore, TD2LAF (E., [T 5) “ 5

(2 If 0<a<g/2, then

Jo+ 9, = (l -3 Zm}b,/(g - a))h
=1

= (] - 3\/2": 2 ((g—a)(1 - (j+ oc,,)/h)/fi):/(g - a})h

= (] - \/Zil(m,(gfa)(l ~ {1 + 1j,),‘h))2/(g7a))h

= (1 - \/ZL. ({1 = G + aj,)/h))z)h

where it is the same with the situation of g/2 <a<g.
Therefore, TD2LAF(§L,§3, i E,,) - g which com-
peletes the proof of (1) of Theorem 3.

Example 6Let 5y = ((53,0.4), (55,0.3)).
§3 = (5, -0.2), (,0.2)), 53 = ((55.—0.1). (5. -0.2)),
S4 = ((54,0.4),(53,0.1)) be four TD2L labels. g =6,
h=4 »=(02,03,0.104) is weight vector. By Defi-
nition 13, the TD2LAF of §), 55, §3, §; is obtained as
TDZLAF(.?“S\Z‘ §,‘,§4) = (54, ~0.13), (53,0.42)). (The
binary numerical arrays equivalent to §],SA‘2,§3,§4 are
(3.4,0.2320), (3.8,0.0642), (2.9, 0.0961), (4.4,0.1089),
respectively. The binary numerical array corresponding to
TD2L0AF(§L,§2,§3.§4) is (ap, bo). where ap = 0.2 x
34+03 x384+01x29+04x44=387, by=
0.22 x 0.2320 + 0.3% x 0.0642 +0.1% x 0.0961 +0.4% x
0.1089 = 0.0334, ((s4,—0.13),(§5,0.42)) is the TD2L
label equivalent to binary numerical array (3.87,0.0334)).

Table 1 The aggregation results in different ways

The main difference between TD2LAF and the general
aggregation operators of linguistic information is that
TD2LAF can reflect reliability degree of overall assess-
ments accurately. Specially, if all DMs provide the same
assessment about the object, then aggregation result by
general aggregation operators is the same with the assess-
ment provided by all DMs, however, the reliability degree
is improved by TD2LAF, which is more reasonable and
interpretable in real life MAGDM.

Example 7 Suppose that there are three DMs E |, E», E3
evaluating three PAD candidate students PAD;, PhD» and
PhDs. Every DM is of equal importance. The evaluation
information and the result are shown in Table 1 as follows.

As shown in Table 1, the three students cannot be dif-
ferentiated by TD2LWAA. However, PhD; - PhD; -
PhD, is concluded by TD2LAF. Suppose that the assess-
ment value of PhD,(m=1.2,3] provided by DM

E,(g=1,23)is §,,u,. Then the reason of PhD, = PhD;
is that 1 - sim(§23.§33) = % [(I - sim(@:.f_zg))-l—
(1 — sim(g-z,.gn))]‘ the reason of PhDy = PhD,
is that 1 75!!”(.?31,5‘]2) > %[(l 75-Im(§3\4§u))+
(1 - .s't'm(@;, 513))]. Therefore, TD2LAF is more effec-

tive to explain the aggregation result.

Owing to the complexity and uncertainty of decision-
making process, the weight information is not always
specified as given, To consider the position weight, the
ordered aggregation is provided as follows.

Definition 14 Let $— {8, 5,+.§,} be a TD2L

label set, S, = ({5, %,), (§.2))d=1,2.--n.
(0,0, ...,m,)" is the weight vector of S. Then TD2L
ordered aggregation function (TD2LOAF) is given by the
following expression.

TD2LOAF (81, ... 80) = ((50m,), (5,0%,))  (22)

o =

; n n ;
where i, = round (3] wray). o, = Soiq ey — fg.
The value of j,, 2 satisfies the following conditions.

Alternative E\ E> E; Aggregation result Aggregation result
(TDZLWAA) (TD2LAF)

PhD) ((54,0), (52, 0)) ((54,0), (53,0)) (54,0}, (5,0)) ((54,0), (53, 0)) ((54.0), (53,0.25))

PhD; ((53,0), (52, 0)) ((54,0), (§3,0)) ((55,0), (53,0)) ((54,0), (3, 0)) ((54.0), (53, —0.01))

PhD; (55, 0), (52, 0)) ((55,0). (53,0)) ((52,0), (5,0)) ((54.0), (53.0)) (81,0, (53, ~0.31))
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g/Z = E}: | Wity S &, then
= mund — 1("“ 7b, n/z’ 1 ey x;) )
zf = l — '3 Z (ulb ”/ Zr:l cu,ar[,))h 7_,{1

0< Zr 1 f’)r“m} <g/2, then

{jq rmmd(( — 3\/2I L w?b “J/
(8 = iy emaryy) Yoy, = (] =320 wlby,/
(g — 20 @naxy))h — j,.. where (a,,b,) is the equivalent

binary numerical array to SA,, t=12...,n
(z(1),7(2),...,7(n)) is a permurtation of (1,2,..., ) such

Rk = AZ

i ((59)-(.9)) (9 (55.0))

4 Multi-Attribute Group Decision-Making
with TD2L Assessment

Consider a MAGDM problem in which the performance of
M decision alternatives are evaluated acmrding to N attri-

butes by K DMs based on TD2L labels Sm,, = ( ) S )
The linguistic terms are provided by § = {so, Spyce :ss.} and

5% = {50,51,....8}. The decision matrix R; provided by
DME(k=1,2,..., K) is given as follows.

that §!f,, is superior to §'('+‘J'

Suppose that X, is the normal stochastic variable cor-
responding to S‘}, X, is the normal stochastic variable
corresponding to ((s','q,z,“), (sj‘,,oc,u)). then X, has the

same numerical characteristics as X + X> + ... + X,,.

Example 8 Let §|, §3, 5\1 §4 be as the same in Example
6,  then TDQLOAF(f..S\Z: 5, §4) = (53, —0.48),
(§3,0.42)), where the binary numerical arrays equivalent to
81,82, 83,8, are (3.4,0.2320),(3.8,0.0642).(2.9,0.0961),
(4.4,0.1089), respectively. The binary numerical array
corresponding  to TD2LOAF(§L,§2,§3‘§4> is (a‘;],b;)),
where tl;}:().2X4.4+(}.3X3.8 +0.1x3.44+0.4x2.9=3.52,

by=0.2>x0.1089+0.32 x0.06424+0.1>  x0.2320+0.4> x
0.0961 =0.0033. ((54,—0.48),(53,0.42)) is the TD2L label
cquivalent to binary numerical array (3.52,0.0033).

@ Springer

Let o = (o), .. ... w,-v-)]‘ be the weight vector of the
attributes and ¢ = (e, e3,.. ., ex)" be the weight vector of
the DMs, where 0<wm, <1 o wn=1, 0<eg <1,

Zk:l’-’k = 1. We propose an efficient method for ranking
alternatives by the following steps. The general framework
for choosing the optimal alternative of an MAGDM problem
with TD2L information described in Fig. 11 as follows.

As we know, attributes include benefit attributes and
cost ones. For sake of calculation simplicity, we suppose

=

o
that the larger the value of Ses the better the corre-
sponding object is. The detailed steps of decision-making

proposed in this paper are as follows.

=3
Step 1 Transform the TD2L label S, = (.\ #oo i ) into

corresponding  stochastic  variable Xfmrr»N (ak . BE)

according to Egs. (9) and (10), and transform (at,,.5f,)

nm s Pmn

. . " . " 3 k
into its symmetric binary numerical arrays (a oD o

according to Definition 8. Then the stochastic variables

decision matrices R; and Ek are as follows, respectively.
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R, )
The results derived The results derived

from (a},, .5,

The results derived

i
| | i I
| | il 1
| | it 1
| i e o i
: 1 } from (a, .h,) } : from (a,,b,) } “
o, | i R W e
atrise Ste " I 1 e
o maices Stepl P! Step2 i Step3 Dl e [Seed)
i| provided by 1 [ i ¥ — al
| DMs [ P | f| probability alternative
| — [ — P = I 1| of superiority
[ R o S [ A H
: The results derived 14 The results derived [ty The results derived |-—
: from (a},.50,) from (a)},5}) from (a),.#) o

Fig. 11 Framework for MAGDM based on TD2L assessment

(o1 C, Cy
_ A X{y~N(afy, biy) 1a~N(afz, biy) v Xiy~N(aty, biy)
ki = A, Xfi~N(aky, bfy) X5~N(ak,, bky) v XEy~N(afy, bfy)

Ay A’fn“‘N(akﬂrb#n) Xﬁfz”N(a,ﬁznbnﬁz) X&N“N(aﬁwbrﬁw)
G c, Cy

A KNGS ) X5~NGah bl . XiE~N(ath, bk
Ri=p, | XA~N(af, b)) XA~N(ah b8) .. Xaf~N(ad, baf)

Ay Mi~N(akr, b)) Xife~N(awz biiz) o Xalw~N(agy, biy)

B, — (vk ko pk ot k ~k ok =~k
where Ry = (X5, ~N(ay, b))y B = (len ~N 'T'DZLAF(Sm,, S iz S,”N) with the corresponding
. . . . A

(a’iurb’mﬁ))ﬂix‘\" m=12..,M,  n=12..,N,  sochastic variable is X! ~N(a,b}), at = TV w.ab,.
k=12,...K b= E;t;Lng:,;,- b ;3 ~N(a’ﬁ,,b’,i) is the stochastic

Step 2 Utilize weight vector of attributes "k o

; . . at 5

(o, em,..., mN)T and decision matrices Ry, R, as above, variable corresponding to S TDZLAF(& 12

the individual overall attribute values of the alternative A,, j’jﬂ_ - -~~§,:m‘)= a’ﬁ, - Z"Ll ‘Uuaiﬁm: b’:‘;‘ - Z’LI wgb’:‘m_
provided by the DM Ej can be obtained by TD2LAF as

follows.

$n= (s %)) (23)

: & i _3 k
$0= ((em): (502)) (24) ]y, _m(i"d(;] b:/;)/:*);) ;

1o k Lok
The value of i, , R .2

i e, /5 o are as follows
T ‘;.’Au.jm‘upk d as S.

T
i:‘n = muna’(afn)

ok ik
U =y —

If g/2< g, then { and

where m=1,2,...M, k= 1,2 R B
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& k
: i = round{at))
If Og% <g/2, then { g = “; Ao and
Ty = round((1 =31/l /(¢ — at,) )1}
o = (1-3y/ohsle— et 1
!:,f = round (a )
If g/2<we g, then el and
: Fpe =y — Iy
j’k = round((1 — 3,/¥'"%,Ja’ ,,,)h)
,A_(l—s\/b' ):—,m’
i = round (u’ﬁ,)
If 0< % <g/2, then P and
" G = a,m i ir:

ak k k \
J = round((1 =3 h’m/(g - n'm))k)

= ( vh/ (g ,,,))h—f,;,'
Step 3 Utlize weight vector of DMs e=
& ik
(e1,e2,... EA)T and the value of § .5, as uhﬂvc, the

overall assessment of alternative value Sy, and 5,‘ can be

derived by TD2LOAF as follows, which is from collective
suggestions of overall DMs.

Sa, = (s, 0,). (§,:,)) (25)

SR (CEANCER) 6)

where m = 1,2,...,M. X,,~N(ay,b,,) is the correspond-

ing normal stochastic variable of fA §A = TD2LOAF
PR o ; .

(S0 S 50) = (G2, §5,0.))- X~ N B,)

is the corresponding normal stochastic variable of f "
: 1 2

5, = TDZLOAF(S”I,, -

K : .

! = ((s*;q’mf:‘) (Sfm 71,‘)) n = Ticexdly

s K 2k e 'k 7k
by = 3 k1l Zts 1€kt by, Zk 1eib,,. The
value of iy, %, j,. ij,r oy are as follows.
m

K
o
me %l s T

im = round(ay)
<oy < P
If g/2<w, <g,  then { Ry and
{jm = round((1 — 3/b,, /an)h) .
Oy, = (] =3y h,,,/a,,,)h =Jh |
If 0<a, <g/2, then { fn = mmd([fm) and
Hipy = Oy — I
Jm = round((1 — 3/b,, /(g — a,,))h)
Ui, = (] =3y m/( m)) i
i iy = round (a,,)
If g/2<wa, <g, then o and
an %y =a, — i,
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j = round((1 — 3\/1)7/:1”,

2
= ( - ‘\/‘ -’3»,/ Hw)h o

ir = round (u )
If Offxf <g/2, then H

\I/ —0

and

Iy

j:ﬂ = round((1 — 3 b;”/(g — nm))h)

x;:ﬁ = (] -3 b;n/(g = “;ﬂ))h _u";n

Step 4 Compute the probability of §,,,, superior to E,,,,:
where my,m»=1,2,....M, n # my. The comparison
results are calculated as

" > i - 3
Sa Prinie2) Sa, PT( 2e3) 0 Pest 1ye(an) Sa.  Where

(z(1), 1'(2).‘;. .

such that Sy, o

(2)
©(M)) is a permuration af 51250 M)
is superior to §4 Primyms1y is the

1) 7

Then the alterna-

2mi1)?

probability of S,qvw superior to Sy
tives ranking is

Ay mPn ye(2y Az [2)P«[2 ye(3) * Peiar— 1wy Acug)-
Step 5 Choose the optimal alternative Aq).

5 Tllustrative Example

In this section, an illustrative example is provided to show
the application of the proposed method to the investment
selection.

5.1 Method Implementation

Suppose a business angels (BAs) group with rich entre-
preneurial experience desires to select a suitable invest-
ment project from four small unlisted target companies
(A1.A2.A; and Ay). An angel investment group including
three members (E;, E; and FE3) are invited to make
investment decisions and choose the optimal start-up.
Then, with the help of the three members of BAs group, six
attributes are considered: market impact (C,), competitive
edge (C»), potential returns (C3), team (C,), technology
and services (Cq) exit plan (Cg). The evaluation matrices
are provided as 5',,.,, = (.\"-& ..9'1«"”), m=12734,n=12,
3,4,5,6, k=1,2,3. S = {5 = poor, §| = medium, s, =
littlegood, s3 = particalgood, §4 = good, §s = verygood,
s¢ = perfect} and S* = {5y = litlefamilier, 5 =
particalfamilier, §2 = familier, §3 = veryfamilier,
Sy = highlyfamilier} are two linguistic evaluation term
sets. Let w = (0.15,0.1,0.25,0.15,0.2,0.15)" be weight
vector of attributes and e = (0.35,0.4,025)" be weight
vector of DMs. &k = k; = 0.5. The TD2L assessment




4. Publications

67

Z Wang et al.: A Stochastic Perspective on a Group Decision-Making...

decision-making matrices Ry = (

three DMs as follows,

Cy
A, (5,0, 5,00)
Ry = A, [ (55,00, (85, 0))
A1 (54,00, (5,,0))
_([5'3‘ 0), (54, 0))

G

2, (G20, G2, 0)

R, = A, ((5'3. 0), (54,0))
Az ((5‘3.0); (§zr0))

((54,0), (55,00)

Cy
4, [(G5,0), (5,00)
Ry = Ay | (55,00, (5,00)
:3 ((32‘ 0)1(55;0])
*1((33,0), (35, 03)

g

i

G
(43, 0), (3, 0))
((85,0), (55,0)
(35,0, (35.0))
(54,00, (8,,0))

C,
(53, 0), (55,0))
(53,00, (55,0))
((52,0), (35,0)
((55,0),(5,0))

Cy
((54,0), (5, 0))
((35,0), (5, 0))
((34,0), (3,0))
((53,0), (3,,0))

vided b
)4)(6 provided by

C3
((54,0), (3,,0))
((83,0), (3;,0))
(33,00, (35, 0))
((83,0), (3,,0))

C3
((52,0), (33,0))
(33, 0), (5, 0))
(34,00, (32, 0))
((33,0), (35, 0))

Cs
(55,00, (32,0))
(34, 0), (54, 00)
((55,0),(3,,0))
((33,0), (55,0))

Step 1 By Egs. (9) and (10) and Definition 8, the TD2L

=k
decision matrices Ry = (Smn) turned into the matrices
4x6

Cy
((43.0), (35, 0)
(€53, 0), (52, 0))
((54,0), (32, 0))
((54,0), (35, 0))

C’l
(5,00, G52, 0)
((53,0). (55, 0)
(34,03, (5, 0))
(653,00, (5, 0))

o
(€55, 0), (5,0))
(53,0, (85,00)
((34,0), (35, 0))
((53,0), (3,,0))

Cs
((35,0). (5, 00)
((55,0), (5, 0)
(34, 0), (55,00)
(3,0, (55,0))

Cs
(35,0, (52,0))
((54,0), (55,0)
((35,0),(3,,0)
((52,0), (55,00)

Cs
(55,0, (55,0))
((83,0), (5,0))
(35,00, (5, 00)
((52,0), (55,0)

Cs
(54,00, (55, 0))
(85,00, (5, 0))
(54,00, (5,,00)
((43,0), (35, 0))

Ce
(35,00, (35,0))
(42,00, (33, 0))
(35,0, (3,,0))
(54,0, (35,0))

Cq
((84,00, (5, 0))
(33,00, (35,0))
(53,00, (3,,0))
(53,00, (3,,0))

We implement the method proposed in this paper again
in the illustrative example to choose the optimal SME. The

steps are as follows.
Cy
A, [(3,0.50%)
R, = 4;|(4,033%)
A3|(4,0.67%)
Al (3,0%)

Gy
A, [(4,0.67%)
(3,0%)
3] (3,0.5%)
A41(4,033%)

G
4,[(3,0.25%)
2|(5,0.42%)
A;(2,0.332)
Aul(3,025%)

G,
(3,0.50%)
(5,0.42%)
(3,0.25%)

(4,0%)

C;
(3,0.252)
(3,0.25%)
(2,0.177)
(3,0.25?)

[
(4,0.672)
(3,09
(4,0.332)
(3,09

Cs
(4,0.67%)
(3,0.25%)
(3,0.25%)

(3,0%)

Cy
(3,0.25%)
(3,0%)
(4,0.67%)
(3,0.25?)

[
(3,059
(4,0%)
(3,0.75%)
(3,0.252)

Cy
(3,0.25%)
(3,0.50%)
(4,0.67%)
(4,0.33%)

&
(5,0.832)
(3,0.25%)
(4,0.33%)
(3,0%)

&
(5,0.83%)
(3,0.25%)
(4,0.33%)
(3,0%)

Cs
(3,0.50%)
(3,09
(4,0.33%)
(3,0.25%)

Cs
(5,0.832)
(4,0.33%)
(3,0.50%)
(2,0.33%)

Cs
(3,0.25%)
(3.0%)
(5,1.25%)
(3,0.25%)

Cs
(4,0.33%)
(3,0%)
(4,0.67%)
(3,0.25%)

Ce
(3,0.252)
(2,0.33%)
(3,0.502)
(4,0.33%)

(2
(4,0.672)
(3,0.252)
(3,0.502)
(3,09
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[ [

G [

Cs

Cs

A,[(2,0332) (2,0.33%)
R, = A4,](3,033%) (3,0.17%)
A5((2,022%) (3,0.502)
Asl(4,0672)  (4,0.442)

(2,022%) (3,0.502)
(3,0.502) (2,0.332)
(3,0.50%) (2,0.222)
(4,0.672) (3,0.33%)

C €, s folk
A[(2,0222) (3,050%) (3,0.50%) (2,0.11%)
R, =4,|(4,067%) (3,050%) (4,0672) (3,0.502)
43[(2,0332) (3,0672) (2,022%) (3,0.33%)
4:1(3,0332) (3,050%) (3,0.50%) (4,0.67%)

G G, Gy Cy
4,[(3,050%) (2,0222) (2,033%) (2,0.11%)
Ry=4,[(3,017%) (4,0.672) (4,0.44%) (3,0.502)
45](3,0672) (3,0.332) (1,0.50%) (3,0.33%)
A,1(3,0502)  (4,0.672) (3,0.50%) (4,0.67%)

(2,033%)
(4,0.67%)
(3,0.33%)
(3,0.502)

(2,0.11%)
(3,0.33%)
(2,0.332)
(3,0.67%)

(3,0.50%)
(2,0.67%)
(1,0.17%)
(3,0.50%)

(3,0.332)
(4,0.672)
(2,0.22%)
(3,0.50%)

[
(3,0.502)
(3,0.672)
(2,0.332)
(3,0.332)

Cs
(2,0.22%)
(3,0.50%)
(2,0.33%)
(4,0.67%)

Ry and FL, respectively as follows.

where m=1,2,3,4, n=1,2,3,4,56, k=123 R, =
((ah,.68.)) sy represents Ry = (X5 ~N (db,.b%))
s Be= (W) represents = (X3, ~N
(a::n > l’;ﬁn) Datn

Step 2 Utilize weight =
(0.15,0.1,0.25,0.15,0.2,0.15)" and decision matrices Ry,

attributes

ﬁ;{ as above, the individual overall attribute value of the
alternative A,, provided by DM E; obtained, respectively,
as follows by Egs. (23) and (24).

§) = ((55.0.40), (53,0.21), §, = ((53,0.35), (53, —0.42)),

§4 = (52, ~0.35), (,0.35)). = (($3.0.25), (53. —0.30)).
§ = (54, ~0.15), (5,0.24)), 5§ = ({5,005}, (5, ~0.37)),
§0 = ((55,030), (5,0.17)), — ({3, 0.10), (53, —0.46)),
s": = (54, —0.45), (53,0.25)), s“z:((.u.—nAs),ﬁ;—n.zx)y
§5 = (54, ~0.5), (55, ~0.12)), 3‘3 = ((3,0). (51, ~0.35));

§) = ((5,0.30), (55, —0.09)),

5= (&, 045), (s, 0.14)),
57 = ((8,-0.50). (35, ~0.15)),
= ((52,025). (55, ~0.12)),

= ({#,0.35), (55, —0.20)),
3§ = (52, ~0.05), (55, ~0.67)),

@ Springer

= ((,0.20), (5, —0.24)),

§5.—0.30)),

(s
s," = ({6, -0.50) (55, -0.24),
5 = (5,040, (5

50 (

= ((35,0.15), (55, —0.29)),
8 = (3, —0.45), (55,
57 = ((5.0.40), (55, ~0.25))

—0.09}),

Step 3 Utilize vector of DMs e=

(035,04, 025) and the value of .S 5’ as above, the

overall assessment of alternative value §Am and §, R
derived, respectively, as follows by Egs. (25) and (26),
which is from collective suggestions of overall DMs.

weight

m*

Sa, = ((51,—0.38), (51, —0.45)). S, = ((53.0.35), (65, —-0.21)),

= ((£3,0.47), (54, —0.49}), 8p = (55,011, (5, -021));
5, = ((2.0.39), (45,0.32)), §h, = ((5,0.37), (55,0.30)),
5, = ((52,0.28), (55,0.28)), §A = ((55.0.37), (55.0.26))

Step 4 Compute the probability of §a superior Lo Sa

oy g ?

where my,my = 1,2,3,4,m; # my. The comparison results
U U TN
are calculated as $20.75540.55,0.79 53, Then the alter-

- - »
natives ranking is A> 0.75A44 0.50A, 0.79 A5,
Step 5 Choose the optimal alternative A;.

5.2 Comparative Analysis

In this subsection, we perform comparative analyses from
three aspects to show the advantage of proposed method in
handling the MAGDM problems with TD2L assessment.
(1) Considering the influence of the second dimension
information of TD2L label on decision-making results, the
following three matrices Ry, Rs, Rg are provided, while the
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matrices Ry, Rs, R¢ have the same first information of

: ) X Implement the decision-making process with the general
TDZ2L labels with matrices Ry, Ra, R3, respectively.

weighted aggregation operator and ordered weighted

c c c c c c aggregation operator, then get the alternatives ranking as
1 2 3 4 5 6
Ay (s3,0) (55,00 (54,00 (55,0) (55,0) (54,0) Al = Ay = Ay = Ay. Therefore, alternative A, is the opti-
Ry=4; (54,0) (550) (55,0 (s530) (550) (s30) mal alternative, which illustrates the second dimension
Az (54,0) (53,0) (55,0) (5,0) (5,0) (5,0) information of TD2L label has certain influences on the
A((s2,0) (0,0) (55,0) (53,0) (53,0) (55,0 decision-making results. Therefore, we have to consider

the reliability degree of assessment when processing the
attribute values.

G L G Cs Cs G Then study the influence of different reliability degree of
R :ﬁi E:g; g;g; g:g; E:g; Ejig; g;g; assgssment on de.cision—making results, ansidel‘ the fol-
Ag[(55,0) (52,0) (5,0) (55,00 (55,0) (s50) lowing three matrices R7, Rg, Ro. r1"_h:: matrices R, and_Rm
Agl(s,,0) (52,00 (55,0) (55,0) (55,00 (s, 0) R, and Ry, Ry and Ry, these three pairs TD2L label matrices
have the same first dimension information and different

second dimension information.

C o8} Cy Cy (3 Ce
A; (53,0) (55,0 (55,00 (s550) (53,0) (54,0)
Rg=4; (s5,0) (s3,0) (5,0) (55,0) (s50) (s3,0)
Az (52,0) (54,0) (550) (54,0) (550) (55,0)
A4 [(s3,0) (55,0) (550) (s55,0) (s550) (s50)]

€ G Cs 4 s Cs
Ay ((83,0),(53,0))  ((35,0),(5,,00) ((35,0),(55,0)) ((83,0),(33,00) ((55,0),(5,0)) ((340), (35 0))

Ry = Ay ((54,0),(5,0)) ((350)(52,0)) ((53,0),(52,0)) ((53,0),(5,0)) ((53,0),(52,00) ((53,0),(5,0))
j‘” ((34,00,(5,0)) (35,0, (35, 00)  ((85.0),(35,0)) ((5,0),(53,00) ((54,0) (55 00) ((34,0), (35 0))
(53,0, (84,0))  ((34,0),(33,00)  ((83,0),(34,0))  ((54,0),(55,0)) ((33,0),(55,00) ((35,0), (55,00

[ 0 C [ Cs Cs
4y (G 0,(5,00) (055,00, (55,00) (35,0, (85,00) (85,00, (55,0) (635,00, (85, 0)  ((53,0), (85, 00)
Rg = Az ((33,0),(35,0)) ((53,0),(52,00) ((55,0),(55,0)) ((53,0),(35,0)) ((54,0),(52,0)) ((52,0),(53,0))
j* (53,0, (5, 0))  (($2,0),(535,0)) ((54,0),(52,0)) ((54,0),(5,0)) ((35,0).(52,0)) ((53,0),(5.,0))
(054,00, (33,00)  ((83,0),(34,00)  (($2,0),(3,0)) ((53,0),(55,0)) ((52,0).(53,00) ((54,0), (55,00

G C & Ca Cs Cs
4, (G3,00,(85,00)  ((35,0),(33,00)  ((55,0),(52,00) ((35,0),(32,0))  (($3,0),(52,00)  ((5,0), (52, 00)
Ro = Ay (($5,0),(32,0))  ((s3,0),(5,0)) ((5,0),(535,0)) ((55,0),(35,0)) ((53,0),(5,0)) (($3,0),(5;,00)
Az (52,00, (85,00) (55,00, (53,00) (35,00, (5,,00) (50,00, (B 0)  (€35,0), (53, 00) (85,00, (5, 00)
& [((53.00, (35, 0))  ((85,0),(5,00) ((53,0),(55,00) (83,00, (85,0) (($3,0),(8,00) (($5,0), (5, 0)]
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Table 2 The trend of

Trend The best position The worst position

q : . Alternative Ranking
alternatives ranking with
different ky, k> A s DI
42 T
Aj S
Ay !

Y

Priyua)

= Pranis)

B Priajyeca

Fig. 12 The probability of superiority with different k., k2. where
represents probability of the optimal alternative A} superior to the
second alternative Ay, .rspresems probability of the second
alternative A superior to the third alternative A3, .repressms
probability of the third alternative A,y superior to the worst
alternative Ay,

Perform the decision-making process again as above and

then get the alternatives ranking As UB2A4 ~A O.BQA;.
Therefore, alternative A; is the optimal alternative, which
illustrates the different reliability degree of assessment
result in different optimal alternative.

(2) Discuss the impact on decision-making results
caused by the changes of k; and k;. The trend of alterna-
tives ranking with the decreasing of k; and the increasing
of k is shown in Table 2 as follows.where =™ %\_____in
Table 2 represents the position of alternative Aj in ranking
with the decreasing of k| and the increasing of &> (ky, k>=0,
0.1, ..., 1). If k;=0.7, 0.8, 0.9, 1, then A is the optimal
option. If k,=0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, then A, is at the
third position. || represents the descending of the ranking

Table 3 The ranking results with different methods

position and 1 represents the ascending of the ranking
position. The explanation of alternatives Az, Az, As is
similar.

The probability of Ay superior to Ay, A2 superior
o Ay, A superior to Aygy with different &) and &y are
shown, respectively, in Fig. 12 as follows.

where represents probability of the optimal alternative
A1y superior to the second alternative A, represents
probability of the second alternative A,) superior Lo the
third alternative A, represents probability of the third
alternative A3y superior to the worst alternative A.4).

(3) Compare the proposed method with the existing
methods based on TD2L assessment, the results are pre-
sented in Table 3 as follows,

From Fig. 12 and Tables 2-3, the following observa-
tions are highlighted:

(1)  With the decreasing of k; and the increasing of k,,
alternatives ranking and the probability of superior-
ity are different.  If k& € [0.7,1], then
A| = A3 = A; = Ay, which is the same with the
method in [28, 29]. Tt suggests that the methods in
128, 29] consider the first dimension information
more important than the second dimension informa-
tion of TD2L labels. In this situation, the probability
of A, superior to As is increasing because of
§A| - S",w the probability of A, superior to Ay is
decreasing because of S, Ay = .SA‘,“ in the situation of
ky € (0.7, 1]. Similarly, the probability of A, superior
to Ay is decreasing because of fA: - 344, the
probability of Ay superior to A; because of

Mcthod Alternatives ranking The probability of superiority
[28] A= Ay = Ax - Ay Incalculable
[29] Al = As - Az - Ay Incalculable
[30] Ay = Az, Az = Ay (A and A;, Ay and Ay, A> and A3, Az and Ay is incomparable) Incalculable

The proposed method A U.T5A40.EOA, U.)79A;

Calculable
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(2)

(3)

:S?A; - §4‘, the probability of A; superior to Aj

because of fA‘ - S:n in the situation of k; € [0.5,0].
If ki €[0.6,0.7), then Aj;>= Az = Ay =Ay If
ki €1]0,0.5], then Ay = Ay > A - A3, Alternative
Az changes from the second position to the third
position then to the worst option with the decreasing
of k;. Alternative A, changes from the third position
to the second position then to the optimal option with
the decreasing of k;. However, alternative A4
changes from the worst option to the second position
and alternative A, from the optimal option to the
third position. Therefore, there must be & €
(0.5,0.6) that makes alternative A, the second and
alternative A4 the third option.

Yu et.al [28] consider TD2L labels quantified by
using a generalized triangular fuzzy number (TEN),
which makers TD2L labels transform to TFNs and
vice versa. The comparison results depend on the
superiority of the first dimension information, which
ignores the importance of the reliability degree of
assessment. Therefore, the ranking of alternatives is
the same with the one not considering the second
dimension information of TD2L labels. By applying
the approach in [29], the second dimension infor-
mation of TD2L label convert to the weight of DMs,
which can be involved in operations and avoid
information distortion. However, the aggregation of
the second dimension information is minimal oper-
ator, which magnifies the real aggregation results. In
[30], Zhu et al. construct two-dimension linguistic
lattice implication algebra as linguistic evaluation
set, It can express any continuous TD2L label
obtained in the aggregation process without infor-
mation loss, however, for comparing two TD2L
labels, parameter & (d<1 is a parameter that
provided by DMs in advance) is set to decide the
relations between two TD2L labels, leading to the
incomparability of the aggregation results. For
example, A; and A;, A; and Az, Az and Ay are
incomparable as shown in Table 3. Therefore,
alternatives ranking is not always the total order
and the final order is adjusted by a predefined
parameter.

Using the proposed approach in this study, the
assessment is adjustable with the aid of stochastic
variable. The importance degree of two dimensions
is flexible by DMs. The main advantages of the
method proposed in this paper are: (i) A novel TD2L
computation model is proposed considering the
adjustment of assessment according to the TD2L
labels provided by DMs with the aid of stochastic
analysis. (i) The relative importance degree of two

dimensions are considered, which makes the deci-
sion-making results more effective and flexible. iii)
For MAGDM problems based on TD2L assessment,
alternatives ranking is provided with the probability
of the superiority of one alternative over another,
depending on the relative importance degree of two
dimensions of TD2L labels. It provides more useful
decision-making information for DMs. For example,
Ay is narrowly superior to A}, and DMs prefer to A,
instead of A, with the decreasing of competitive
edge of A4 during periods of market volatility.

6 Conclusions

Because of the complexity and diversity of decision-mak-
ing environment, the reliability degree of assessment has
increasingly drawn the attention from researchers in
MAGDM problems based on linguistic assessments
[22, 46-50]. The TD2L model facilitates the modelling of
reliability of assessments by introducing one dimension to
describe the reliability degree of the assessment. MAGDM
problems with TD2L assessment have been applied to a
wide range of areas [31, 32, 36]. In spite of the successtul
application of the two-dimension linguistic information to
deal with the representation and computation of two-di-
mension linguistic labels [28-30, 51], the analysis of the
uncertainty of assessments according to the second
dimension information has not been explored. In this paper,
a corresponding rule from TD2L label to a stochastic
variable and its inverse have been presented. Hence, the
comparison and similarity measurement between two
TD2L labels have been developed with the consideration of
the relative importance degree of the two dimensions of
information. Furthermore, the influence of the second
dimension information on the final decision results and the
impacts of different methods on the final decision results
have been discussed as well.

MAGDM 1is a complex problem under linguistic
assessment especially for large scale group decision-mak-
ing. In future, we will further study the application of
TD2L representation and computation model from
stochastic perspective in large scale group decision-making
problems.
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Keywords:
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Consensus reaching processes (CRPs) have been required to assure the consensus in large scale group decision
making (LSGDM). Opinion reliability detection has been demanded to ensure the trustworthiness of the original
information and different information modeling approaches have facilitated it in which two dimensional lin-
guistic (TDL) information has an outstanding place. The reliability degree of original opinions elicited by TDL
expressions is often given in advance as subjective evaluation, and after adjustment during CRP, the reliability of
the adjusted opinions is often neglected especially for automatic CRP, which may lead to unreliable decisions. In
real decision making, considering the interest of decision makers (DMs) themselves, the self-assessment of the
DMs on the reliability of the given opinions could be easily manipulated by DMs. To reduce the subjectivity of the
decision making, we propose a method to obtain objectively the reliability of the adjusted opinions through a
two-stage minimum cost consensus model based on 2-tuple linguistic additive preference relations. Firstly, a
support degree (SD)-based clustering method will be developed for classifying DMs inte several subgroups to
make more manageable the large number of DMs. Subsequently, a two-stage minimum adjustment consensus
model will be presented to improve the consensus level (CL) gradually, Eventually, the adjusted opinions will be
presented as two-dimension 2-tuple linguistic (TD2L) information. A comparative performance analysis of this
CRP based LSGDM approach will be provided to show its effectiveness.

1. Introduction problems have received widespread attention (Herrera-Viedma, Javier

Cabrerizo, Kacprzyk, & Pedrycz, 2014; Kacprzyk et al., 1992; Zhang,

Group decision-making (GDM) refers to the selection of the best
alternative from a set of feasible alternatives according to the opinions of
different decision makers (DM). Generally, a GDM process includes two
parts: Consensus process and selection process (Herrera-Viedma, Mar-
tinez, Mata, & Chiclana, 2005; Kacprzyk, Fedrizzi, & Nurmi, 1992;
Rodriguez, Labella, De Tré, & Martinez, 2018). The consensus process
aims at maximizing the agreement among DMs, which is usually
controlled by a moderator, who helps the DMs involved while changing
their opinions towards consensus (Labella, Liu, Rodriguez, & Martinez,
2018; Palomares & Martinez, 2014; Rodriguez et al., 2018). The
increasing complexity of decision making environments makes the
unanimous and complete agreement regarding the collective solution
hard to achieve. Therefore, “soft” consensus approaches in GDM

Kou, & Peng, 2019).

It can be seen that there are several problems related to consensus
reaching process (CRP) in GDM. A CRP is usually defined as an iterative
process with several rounds for improving the agreement among DMs. In
a CRP, DMs discuss and modify their preferences to malke them closer to
each other with the aim of achieving an acceptable consensus level (CL),
and then obtain a satisfactory agreed solution with higher agreement
among DMs for the GDM problems (Dong & Xu, 2016; Herrera-Viedma
et al., 2014; Ivan Palomares, Rodriguez, & Martinez, 2013).

For real-life GDM problems, large scale group decision making
(LSGDM) is common because of the societal and technological trends
(Labella et al., 2018; Rodriguez et al., 2018; Wu, Chiclana, Fujita, &
Herrera-Viedma, 2018; Zhang, Dong, & Herrera-Viedma, 2017; Zhang
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et al., 2020). In LSGDM problems, CRP is more important than classical
GDM problems because of polarize opinions (Dong, Zhou, & Martinez,
2019; Labella et al., 2018). Based on the consideration of consensus cost,
acceptable agreements achieved on soft consensus (Kacprzyk & Fedrizzi,
1988; Kacprzyk et al., 1992) are less costly, more effective and desirable
than time-consuming and expensive unanimous agreements. Therefore,
both acceptable CL and consensus cost are important factors in LSGDM.
Clearly, it is preferable low cost CRPs, thus minimum cost consensus
models (MCCMs) have been introduced to achieve such a target (Ben-
Arieh & Easton, 2007; Ben-Arieh, Easton, & Evans, 2009; Labella, Liu,
Rodriguez, & Martinez, 2020). In general, there are three kinds of
minimum cost consensus models in CRP:

1) The minimum cost consensus model (MCCM). The main idea is to
minimize the direct costs of adjusting opinion deviations among DMs
(Ben-Arieh & Easton, 2007; Cheng, Zhou, Cheng, Zhou, & Xie, 2018; Y.
C. Dong et al., 2010; Zhang et al., 2019).

2) The maximum DMs’ consensus model (MECM), The model aims at
maximizing the number of DMs within CL under the given cost budget
(Zhang, Dong, & Xu, 2013).

3) The minimum adjustments consensus model (MACM). There are
two main ideas, one is based on distance, which aims at minimizing the
adjustment between individual original opinions and adjusted opinions
(Ben-Arieh et al., 2009; Zhang, Liang, & Zhang, 2018). Another is based
on number of adjusted values, which aims at minimizing the number of
adjusted preference values when reaching consensus (Zhang & Dong,
2013).

After applying a minimum cost CRP, the experts’ adjusted opinions
are usually different from the original ones. In spite of the original cnes
were initially reliable, the reliability of the adjusted opinions cannot be
guaranteed. At present, few studies on the reliability of the adjusted
opinions have been reported. Numerous approaches have been devel-
oped for measuring and improving the consensus based on different
information domains: Numerical (Dong et al., 2019), Interval-valued (Fu
& Yang, 2012), linguistic (Li, Dong, Herrera, Herrera-Viedma, & Mar-
tinez, 2017), however, linguistic descriptors are often used for
expressing assessments in many situations in real-world LSGDM (Mar-
tinez & Herrera, 2012). Considering the subjective evaluation on the
reliability of the assessments, the use of the two-dimension linguistic
(TDL) was proposed by Zhu, Zhao, and Xu (2016) that extends fuzzy
linguistic labels (Lotfi Asker Zadeh, 1975; Lotfi A Zadeh, 1975a, 1975b;
Zadeh, 1983) by adding reliability of the assessment as the second
dimension information. Furthermore, based on the TDL expression, Zhu
et al. (2016) proposed two-dimension 2-tuple linguistic (TD2L) expres-
sion. The reliability of TDL and TD2L information is considered as
subjective evaluation given in advance, which is in fact with the same
meaning as self-confidence, being proposed by Liu, Dong, Chiclana,
Cabrerizo, and Herrera-Viedma (2017). Self-confidence of assessments
given by DMs in advance is reasonable, however, subjective evaluation
on the reliability of the assessments could be biased by DMs, which may
reduce the trustworthiness of the solution. Therefore, an objective
detection on reliability of the assessment is necessary (Liu, Xu, Montes,
Ding, & Herrera, 2019). Usually, objective detection on the reliability
refers to the original opinions provided by DMs, it concerns on two as-
pects (Liu et al., 2019). The one is contradictory of DMs’ opinions (Gong,
Guo, Herrera-Viedma, Gong, & Wei, 2020; Li, Rodriguez, Martinez,
Dong, & Herrera, 2018; Xu, Patnayakuni, & Wang, 2013). The another is
the large deviation of individual opinion and the collective opinion
(Dong, Zhao, Zhang, Chiclana, & Herrera-Viedma, 2018; Ivan Palomares
et al., 2013). However, after adjustment during CRP, there is not any
measurement of the reliability of the adjusted opinions, especially for
automatic CRP. Hence, it seems necessary to measure in an objective
fashion the reliability of adjusted opinions to avoid unreliable decisions.

According to the taxonomy presented in Palomares, Estrella, Marti-
nez, and Herrera (2014), CRPs can be classified according to their
feedback process into two types: Consensus with feedback and without
feedback. Obviously, consensus with feedback considers DMs" will if
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they would accept the adjusted opinion, which lead to increased reli-
ability on adjusted opinions. However, for some decision making, like
emergency decision making (Wang, Wang, & Martinez, 2017; Yu & Lai,
2011), demand high-quality decision making within the limited time, it
is not convenient to wait for the adjusted opinions after several rounds
feedback, because time is crucial to be effective and successful. To bal-
ance the increased reliability of consensus with feedback and the low
cost of consensus without feedback, we try to develop an automatic CRP
with minimum adjustment considering the reliability of the adjusted
opinions.

Obviously, the reliability of the adjusted opinions is important dur-
ing the decision process, adjusted opinions with high CL but low reli-
ability would be meaningless. Therefore, the adjusted opinions and its
reliability should be considered during the LSGDM solving process.
Nevertheless, it has been neglected so far when DMs’ opinions are
automatically modified without DMs’ supervision (Ben-Arieh & Chen,
2006; Wu & Xu, 2012; Zhang, Dong, Xu, & Li, 2011). In this paper, we
aim at measuring the reliability of adjusted opinions in a formal objec-
tive way to obtain reliable decision based on the TD2L information.

Consequently, this paper constructs a two-stage minimum adjust-
ment consensus model that supports agreed decisions based on the
reliability detection of adjusted opinions. Such a consensus LSGDM
method consists of the following three parts:

(1) The large number of DMs of the LSGDM are classified into several
subgroups according to a new support degree (SD)-based clus-
tering method.

(2) A novel two-stage minimum adjustment consensus model which
is an autematic model is proposed.

(3) The relations between the adjustment and the reliability of the
adjusted preferences are used to obtain a final reliable solution by
using TD2L information.

The rest of this paper is set out as follows. In Section 2, some basic
concepts about 2-tuple linguistic representation model, two-dimension
linguistic expressions and minimum adjustment consensus model are
reviewed. The main steps of the proposed method for solving LSGDM
problems with two-stage minimum adjustment consensus model and the
measurement of the reliability of the adjusted preferences are presented
in Section 3. Section 4 presents an illustrative example and conducts a
comparative analysis. Some concluding remarks are finally drawn in
Section 5.

2. Preliminaries

In this section, we mainly revise some basic knowledge about 2-tuple
linguistic representation model, two-dimension linguistic expressions
and consensus models with minimum adjustment, which provide a basis
for the study.

2.1. 2-tuple linguistic representation model

Suppose that § = {50.51, ---,sg} is a pre-defined linguistic term set,
and cardinality of S is g+ 1. For any s;.5; € S, the following properties
should satisfy:

(1) The set is ordered: if i > j, then ;> s;;

(2) Maximum operator: if 5> s, then max (s;.5;) = s;;
(3) Minimum operator: if ;> s;, then min(s;, ;) = 3
(4) Negation operator: neg(s;) = sy :.

In general, the cardinality of linguistic label set S is odd number,
more than 5 and less than 9 (Miller, 1956). An example of S linguistic
terms could be:
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S = {50 = vervpoor, s, = poor. sy = medium. sy = good, sy = verygood}

In order to obtain more accurate results in computing with words,
Herrera and Martinez proposed the 2-tuple linguistic model (s;. )
(Herrera & Martinez, 2000), where s; is a linguistic label involved in the
set S and ¢ is a numerical value representing the symbolic translation
from s;.

Definition 1.. ((Herrera & Martinez, 2000).)  LetS = {so.sb ---,sg} be
a linguistic term set and S the 2-tuple set associated with S defined as S = S x

[ — 0.5,0.5). The 2-tuple linguistic value (s;, &) is equivalent to § through the
Sfunction A as follows:

A:[0,g]=8 x [—0.5,05)
B . ;.0 = round(g)

AlB) = (s @), with {u g i @ [=0.5.05)
usual round operation that assigns to /i the closet integer number i € {0,
1.--.g}tof.
Definition 2.. ((Herrera & Martinez, 2000).) ). Let S = {s0,51,--, 55}
be a linguistic term set and (s;, a) € S be a 2-tuple linguistic value. f# ¢ [0,g]is
equivalent to (5;, @) through the function A 1 as follows:

where round( - ) is the

Al Sx[—05.05)-[0,¢

Al (s o) =a+i=p

Remark 1.. ((Herrera & Martinez, 2000).) For any two 2-tuple lin-
guistic values (s;, a;) and (s;, ), the relations to compare them can be given
as follows:

(D) If i > j, then (s o) > (55, 9);

(2) If i =j, then (a) (si, @) > (s5.05) for a; >
(b) (si, ) < (57, 07) for a; < ay;

() (si. @) = (sj,0) for oy = aj.

2.2. Two-dimension linguistic expressions

2-tuple linguistic labels as a kind of information can express the as-
sessments in GDM, but in real life, another dimension information is
often needed to present self-confidence (Liu et al., 2017) or subjective
evaluation on reliability of the given assessments, which is usually
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expressed as well as linguistic information.
Definition 3.. ((Zhuetal, 2016).)  LetS = {so,51,+,5,} and § = {s’o.

$1, -, 8 » be two linguistic label sets. Let ¢, & € [ — 0.5,0.5) be two numer-

ical numbers. Then § = ((su,a), (év,t})) is a TD2L expression, where
S ES S ES, (su, @) represents the assessment information about the alter-
native given by DMs, (s',,: r'x) represents the self-assessment of the DM on the
reliability of the given assessment resuit.

Remark 2. ((Zhu etal, 2016).)  Ifa =i =0, then § = ((s“; a), (5;_
a) ) is simplified as S = (su.s'v), which is exactly the TDL expression
proposed by Zhu, Zhou, and Yang (2009).

In some extent, the DM’s self-assessment on the reliability of the
given assessment result is her/his self-confidence for the assessment. Liu
et al. (2017) proposed a concept of self-confidence on preferences,
which is defined as follows.

Definition 4.. ((Liu et al., 2017).) LetA = (aif)nxn’ aje[1/9.9 bea
multiplicative preference relation and aj the preference of alternative x;
over alternative x;. Let § = {so,51, m,sg} be a linguistic label set, 5; € §
representing the self-confidence level associated to a;. Then (a;,s;) isa
two-dimension linguistic expression, where a; represents the preference
relation and s; represents the self-confidence level of preference
relation.

Based on Definitions 3 and 4, the self-assessment (or self-confidence
level) on the given assessment is subjective information provided by
DMs. In this paper, we aim at taking advantage of two-dimension lin-
guistic expression to introduce an objective value (reliability degree)
that show how reliable is the preference elicited by two-dimension lin-
guistic expression.

2.3. Minimwm adjustment consensus model

Here, the classical MACM is revised (Y. Dong et al.,, 2010). Let E=
{ei.ez, -, ey} be the set of DMs, 4 = {41, 22, -, An} be the weight vector
over E, O = {01,02,+,0n} and 0= {61\62. ---,Em} be the original and

the adjusted opinions of DMs. Then the MACM can be presented using an

|
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Fig. 1. The flow chart of the proposed CRP-LSGDM method.
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optimization model (Y. Dong et al., 2010), i.e.,
min ]:_Id(m, — )

5 -7

o :F;_(ﬁhﬁzs'",.ﬁm)

where d(ox —0k) is the distance between oy and o. ¢ >0 is the

st <ek=12+-m

consensus threshold. F; (01.02.---,0,,,) =Y/, 40; is an aggregation

function to obtain the collective adjusted opinion.
In LSGDM problems, DMs’ opinions can be presented as fuzzy pref-

i
the DM eg. In this situation, the MACM is as (Zhang, Dong, & Xu, 2012):

. m " e
min E E E [ — 7
=1 =i+l i—1 | i i

st.CL>co

erence relations. Let R* = (r") be the preference relation given by
nxn

where CL represent the overall consensus level, ¢ is the given CL
threshold.

The use of these models lead to agreed opinions, by modifying DMs’
original ones, very quickly. However, the reliability of the adjusted
opinions obtained by these models is not guaranteed, which reduce the
reliability of the decision solution. Therefore, in this paper, we aim at
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presenting an objective detection approach on reliability of adjusted
opinions.

3. A novel two-stage minimum adjustment consensus method
for LSGDM with TD2L expressions

This section introduces a new CRP-LSGDM method with a two-stage
minimum adjustment consensus model based on TDZL expressions.
First, it is provided the structure of CRP-LSGDM with minimum
adjustment consensus based on TD2L expressions. The framework of the
two-stage consensus model in LSGDM with TD2L expressions is shown in
Fig. 1 whose main steps are sketched below:

A. Minimum adjustment consensus process: it consists of two steps.

(1) A SD-based clustering method (see Algorithm I), in which DMs
are divided into n clusters, where n is the number of alternatives.

(2) A minimum adjustment consensus control. Based on the principle
of minimum adjustment and preservation of the original preference
values as much as possible, a novel two-stage consensus model with
minimum adjustment is presented. (see Models (15)- (16)).

B. Selection process to obtain an agreed solution of the LSGDM problems.

(1) A new measure for computing the reliability degree of agreed
preferences obtained by a minimum adjustment consensus model
dealing with TD2L information is presented. (see Sections 3.3 and 3.4).

(2) A ranking of alternatives based on TD2L expressions and its
reliability is introduced. (see Section 3.5).

Keeping in mind that our focus is on LSGDM problems based on two-
stage minimum adjustment consensus model where DMs use 2-tuple

If CI¥ <o

It jeM, then (7Y af")

need to be adjusted

Overall
CE
\

4

Ifij e M

can keep unchanged

then (7, a/")

C PP — P P
€ R *((’1 2O ))
i

e R’ :(("’gwya;m))
n

R T P o, RIS
e, R ({2

v Pol ol

The preferences (1. & g

with ijeM need to be
E P

adjusted, ¢=12,... N/

The preference relations (77, &

need to be adjusted, ¢ =1.2,..

gii
2 pe
G’ "Gl

i
N}

»

Identification rule
(Suppose that cluster G
is prior to be adjusted)

The preference opinions provided
by experts which are not included
in cluster G can keep unchanged

Fig. 2. Identification of the preferences need to be adjusted.
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linguistic fuzzy preference relations to express their opinion. For the
sake of simplicity, the elements involved in the problem are noted as
follows.

e Agroupof mDMsE = {eck=1,2,--.,m}.
* Aset of n alternatives X = {x;|i=1,2,..n}.
The assessment linguistic term set S = {so. sy, 5 }.

set § =

The reliability degree expression

{59,51.""5},}.

The TD2L expressions ((s“,u), (s‘,.. ('1) ), s, €8, §€85, a
a@e[-05,05).

The threshold for CL s, 6 > 0.

The iteration rounds p, p = 0.1, --- P, where P is the final iteration
round that satisfies the acceptable CL.

The additive 2-tuple linguistic preference relation matrix R} =

(7). 7 o5 o (E): () - o
orfj €[—-0.5,0.5). (r,';”tx,';") is a 2-tuple linguistic term represents

linguistic term

the preference of alternative x; over alternative x; provided by DM ey
in round p.
The collective 2-tuple linguistic preference relation matrix in round

e - ().
The adjusted individual preference is (ﬂijﬁﬁ“), where F‘"k'j = rﬁ“”l'",
& o' p 01, P-1.

The adjusted collective preference is (T*E”j ﬁfij), where #U — &1

@ - p=01,-P-1

3.1. Support degree (SD)-based clustering method

In a group with few DMs is easier to discuss and improve the pref-
erence information elicited by them. However, in LSGDM the discussion
and improvement is much more complex. Therefore, sub-groups detec-
tion is necessary for simplifying LSGDM. In order to save original in-
formation as much as possible, we propose a priority adjustment rule
such that, the cluster which includes the less DMs is adjusted first.
Therefore, a novel clustering method is proposed with the SD on each
alternative of DMs. Assume that all DMs are divided into n clusters
because we can find the clusters of DMs supporting each different
alternative.

The SD on alternative x; of DM ey is derived from two aspects: (1) The
SD of DM e, on alternative x; with respect to other DMs. (2) The SD of
DM e on alternative x; regarding other alternatives. The details of SD
are defined as follows.

Definition 5.. Let R} = ( (1Y, a"fw) be the preference matrix pro-
vided by DM ey, as before, then SD of D é'kxfn terms of alternative x; in round
p is defined as

SD ey, x;) = Prl, (ex, %) < Prl (ex. x;)

where Prf, (e;.x;) represents the proportion of DM e;’s preference on
alternative x; among the sum of all DMs’ preference on x;, which is
expressed as

Xy A af)
) : o
PR (00, ¥) = i T
> IE_,':lA 1(’1‘/'{4;)
I
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Pr‘;f (ex, x;) represents the proportion of DM e,’s preference on alter-
native x; among the sum of e,’s preference on all alternatives, which is
computed as

S 87 ()
) i
S A GE )

e

Obviously, Prf, (ex.x:) € [0,1], Pry (ex, x:) € [0, 1], 3}, Pt (e, i) = 1
and '“:’_lPrﬂk(ek,x.) =1. Then SD? (e, x;) € [0.1], 30 570 SDP(ev, X)) =
1.

Then according to the value of SD” (e, x;), DMs can be assigned into
corresponding cluster G¥(i = 1,2, ---,n). All DMs in cluster G! support
alternative x; most, which satisfy SD*(ex,x;) = max{SD"(ex.x1),
SDF (e, X2), -+, SD?(ex, X,) } for k = 1,2, ---,m. Denote DMs in cluster G

P, (ex,) =

N ’ "
as eé,, eé, syl whereNf is the number of DMs in cluster G‘: All DMs
i i i

ex(k =1,2,---,m) can be expressed as egi, (q = 1:2.-‘-,}\".’) after clus-

i

tering. In other words, for e, (g =1,2.--, M) in cluster G, it satisfy

SD? (e‘é,,x,-) mu_r{SDP (e‘éfh)q ) .SDP (e‘é,‘@). we SDP (eé,.x,,) }, q

1,28 Nf Specially, for alternative x;, there may exist SD”(ex.x;) #
max{SDP(e1,x;). SD” (€2, X;). +++, SDP (em, X;) } forany k =1,2,...,m, which
means there is no DM in cluster Gf, but it is possible for spF lex. i) =
max{SDP (e;,x;),SDP (e, x;), -, ST (em,x:}}, p" #p.p = 0,1, - P.
That implies there may exist DMs in cluster G':r (p" #p,p =01, P).

Therefore, it is reasonable to set n clusters. Algorithm I is used for
describing clustering method provided below.

Algorithm I

Input: The preference matrix provided by DM e, is expressed as R} — (rf”fxi”) .
nxn

k=12-mp=01Pij=12-n

Output: All DMs are divided into n clusters &, G5,....Gh.

Step 1: Based on preference matrices, compute the value of SDP(e;. x;] according to
Egs. (7)-(9). k =1.2,.m, { = 1,1,

Step 2: According to the value of SDP(ex, x:) for i — 1,2, n. Assign DM e into
cluster G¥, where 8D (e;. x;) satisfies SDP(eg.x;) = max{SDP (€. x1). SD? (€. X3), -,
SDP(ex.x,) }

Output SD-based clusters &3, G5,...,Gh.

After DMs’ clustering process, their weights will be computed based on
clusters’ size (Rodriguez et al., 2018; Zhang et al., 2017). Therefore, the

weight of cluster G} is wy = N

m
For the DMs’ weights in the same cluster, we set up an optimization
model to obtain it based on the deviation between any two DMs in the
same cluster. In this paper, we use Manhattan distance to measure the

deviation between any two preferences, the model is as follows.
, N N1
Min 55y, 1 Tt 4( (505 ), (15,03 ) )

(% -%). (%595))

— |9 1 @ A1 q2 1{ 2 2
=g ) — e (e |

AT

St
¢
,,:\)*(r:‘ =]

0 <k, <1,¢=1,2,.N

where (r;‘;%,a?‘%) and (rg;: ; aqcé) are 2-tuple linguistic values that repre-

sent the preference of ¢,th and g,th DM in cluster G{’ , respectively. KE,,

represents the weight of the qth DM in cluster G4, g = 1.2, -, Nf.
We use LINGO 11 to solve model (10) and obtain the DMs’ weights in
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T
cluster Gh: A = (33?,“@: f(‘:) .

Finally, based on the two previous weights, the DMs’ weights are @ =
(w1, @2, -+, 0m), where ap =wgp -AE;,, DM ey is the pth DM in cluster Gf'

During the CRP, the classification of DMs is changeable. Unfil the
acceptable CL is achieved, then we obtain the final clusters: G, G5,...,G%,
which are the basis to obtain the collective solution with high
agreement.

3.2. Two-stage minimum adjustment consensus model

Here, it is presented a novel automatic two-stage minimum adjust-
ment consensus model. At the beginning, we compute the CL of all DMs,
if the CL is not acceptable, then it is necessary to make adjustment. In
existing literature, the weights are not considered into the computation
of overall CL, however, DMs with different weights contribute different
to the consensus (Labella et al., 2020). Therefore, we consider DMs’
weights to obtain the CL of all DMs, where it is based on the following
three levels (Wu and Xu, 2018):

(1) CL for each pair of alternatives. The CL for each pair of alternatives
is based on the similarities among preferences.

CLy, = sin;

Considering that DMs have different importance in the CRP (Labella
et al., 2020), the similarity can be aggregated by means of the weighted
average operator as follows.

] P bl 1 AN R
o = = S )~ )|

where sint}, < [0,1].
(2) CL for each alternative. Based on the results obtained in Eq. (12), a
CL matrix is presented as (CL%) - The CL for each alternative CIf, is
xn

obtained by averaging each row of consensus matrix, which is expressed
as

err =

: Y =1 CLi=1,2n
n— % .
J#i
(3) Overdll CL for all preferences. The overall CL for all preferences in
round p is obtained by

1=
B r
o =23 oL,

Therefore, we can make a comparison between overall CL and the
given consensus threshold value o. If CL? > o, then the CRP is over. If
CI¥ < o, then two steps are performed immediately as:

1. First step identifying which cluster is needed to be adjusted first.

The rule for deciding which cluster is chosen to be adjusted first is as:
Ifig = min{&cq sAgns s g }, then preference matrices provided by
DMs in cluster G, are prior to be adjusted.

2. Second step identifying which preferences in the identified cluster
need to be adjusted.

Obviously, only when the CL for each pair of alternatives improves,
the overall CL improves. Different from the existing MACMs, we focus on
the improvement of CL for each pair of alternatives in the first stage. For
CL for each pair of alternatives, not all CLg withi,j=1,2, . nareless
than g, therefore, we center on the pair of alternatives which satisfy
CL; < . For simplify, we denote ij as a position, In the position ij, DMs
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given their preferences on alternative x; in terms of alternative x;. Owing
to the preferences information are presented as symmetric matrix, only
the upper triangular elements in matrix are considered is reasonable.
Therefore, we only consider positions if with i < j. Let M, be a set, all
elements in set M, are positions ij, where i satisfy CL{-} <o If if € Mp,

then CL’[.;. need to be improved. If ij Z M,, then CLf.J'. can keep unchanged,
which means the preference (r’,;“ a‘vku) for ij ¢ M, keep unchanged.

Based on these two steps, the preferences need to be adjusted can be
decided. In this way, the number of the preferences need to be adjusted
is least. In order to better understanding, the principle of identifying the
preferences need to be adjusted is shown in Fig. 2.

After the identification, we set up a two-stage minimum adjustment

consensus model to adjust the preferences (rﬁ:” afz'f) provided by DMs in

cluster GY. The details of the model are as follows.

The first stage maximizes the improvement of CL for each pair of
alternatives within minimum number of adjusted preferences.

Stage one

Max Z T

My

— - i
CLy = L+

o | mo Oy, 0,
CcLl=1- E etV
i h—ldbz=l g — |

() - ()| fs)

S
a1 m Oy, 0
CL=1- ZA.A b=t gr=il,
(a7 (@) — a7 (3 ) |/g)

A '(T‘:“,E:”) <g,k =1,2,-,m

A ‘(?:"’.a;"'»o,k =1.2,,m

where # is the distance between CL; and ﬁfj. ﬁ; is the CL for each pair
of alternatives with adjusted preferences.

The condition ﬁi; > CLi + 7" in model (15) means the improve-
ment of the CL for each pair of alternatives after adjustment. The larger
the value of /%9 is, the larger the improvement of the CL for each pair of
alternatives.

Use LINGO 11 to obtain the optimal solution of y* is y°
{¥¥"]ij eM, } and CL for each pair of alternatives with optimal adjusted

jeM, }
The second stage consists of constructing a minimum adjustment cost

model with the maximum improvement of the CL for ij € M.
Stage two

A . =
5 i gl i il —qij
Min E o E d((rG:J.nrqj). (FG?JIG:)) )

e,

— P
preferences C'LJij =4 CLy
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Falid AT
CLl > 0-CL, ije M

P

= m—1 m oy, Ty,
CL”. =1= g 7])(

k=1 k=1 m
sod (o () - o () |) /e
A '(in{;ﬁ?,'f’) <qu~ 1,2, 000, N7

where @ is a numerical value close to 1 and 6 < 1.

Remark 3..
for each pair of aiternatives with ij « M, and adjusted preferences E,j would

0 < |@ — 1] < & where & is a small number. In Stage Two, CL

be closer to the optimal solution ﬁ‘g as much as possible solved in Stage One

while the adjustment cost is minimum. In fact, the constraint ﬁz > {)ﬁz

means CL for each pair of alternatives with ij € M, and adjusted preferences

aﬁ; is almost equal to the optimal solution E‘;" at Stage One.

Use LINGO 11 to solve model (16) we obtain the optimal adjusted
preferences provided by DMs in cluster G :

] o —lij =i 20 20 N .
(FU}"“(#‘) = { (rcfﬁuﬁr) (ro‘u;u(ﬁ): 5 (’c{' g JfEM,

Based on the solution (17), check if the overall CL satisfy CI? > 6. If
CL? = g, then the CRP stop, if not, replace preferences with adjusted
preferences obtained in Eq.(17), then restart the CRP again. The steps for
obtaining agreed adjusted preferences are as follows.

Step 1: Obtain n clusters by Algorithm I: &, G,...,Gh. The corre-

sponding weights is as: wg = (W(?I:WGK;,"‘:WGJ’J’), DMs’ weights in

cluster G, is as: g = (},.élu;/l‘éf: AN(;)T

Step 2: Compute the value of CI* according to Eqs. (11)-(14). If
CL? > o, then the acceptable consensus is reached. If not, continue to the
next step for cluster ﬁi’ with position ij € Mp, where cluster Gf satisfies
the identification rules described in Section 3.2.

Step 3: Construct two-stage minimum adjustment consensus model

as model (15) and (16) to obtain the adjusted preference (f‘z'ﬁﬁ‘"j)

After adjustment, the overall CL denoted as crr.
Step 4: Check the value of CL’, if CIf > o, then the acceptable
consensus is reached. If not, then return to step 1 until T’ >o

3.3. Measurement of the reliability of adjusted preferences

In automatic CRPs without feedback for DMs, it is assumed by default
that all DMs accept the adjusted preferences. It makes the CRP easier to
reach. However, in real-world decision making, there exist some of DMs
do not accept the adjusted preferences. In order to save the advantage of
automatic CRP and make the adjusted preferences more reliable, we try
to analyze the reliability of the adjusted preferences. In general, the
higher the total adjustment cost, the more likely the DM do not accept
the adjusted preferences, therefore, the reliability of the adjusted pref-
erences is lower.

In fact, there is a connection between the adjustment cost and reli-
ability of adjusted preferences. For the adjusted preferences, which are
the same as the original preferences, the adjustment cost is zero,
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obviously the reliability of these unchanged preferences will be
maximum. Conversely, the larger the adjustment cost, the more change
from the original preferences, therefore, the lower the reliability of
adjusted preferences.

In this study, we assume that the original preferences are logical and
focus on the measurement of the reliability of the adjusted preferences.

Suppose § = {5'0‘5'1, ---,s'h} is the set used for expressing the reliability

degree of the adjusted preferences. Similar to the linguistic terms set
used for describing the preference relations can be of different cardi-
nality, the cardinality of linguistic term set used for describing the level
of reliability degree is usually between 3 and 5 (Liu and Yu, 2014; Y.N.

Wu et al., 2018; Yu, Xu, Liu, and Chen, 2012; Zhu et al., 2016). Let § be

as before, if h = 2, the linguistic terms set could be {s'g = littlehigh, s =
high, 5, = veryhigh} Y. N. Wu et al. (2018); Yu et al. (2012); Zhu et al.
(2016). If h = 4, the linguistic term set could be {s'o = verylow. $; = low,

§3 = medium,s3 = high.s4 = veryhigh} Liu and Yu (2014). We use that

h =4
The reliability degree is derived from the total adjustment between
original and adjusted preferences. The total adjustment of each pair of

alternative aE is the change from the original preference (rj[(]{'. rx}:”) to the

final adjusted preference (rf:“ ; a{ij), which is expressed as
u;{ = d((r:,“‘., ag’j)‘ (rffj,af'j) )

where d((rﬁ“ .ugij), (rﬁ['.aff)) is the distance between the original

preference (rf’;'. ag‘j) and the final adjusted preference (7{“ , afj).

After the known of total adjustment of each preference, we need to
compare the total adjustment with the same pair of alternatives but
different DMs’ preferences, however, in order to make the comparison
more accurate, the total adjustment value should be normalized. Min-
max normalization method is a common way used for normalization,
then the normalized total adjustment ﬁg is expressed as

=y l!,ng.i---.m{“g}

7= max min =il v
? i if
) L LT -
wherei,j = 1,2,--.n. & €[0,1].

Thereafter, utilizing a function to obtain the reliability degree of the
adjusted preferences through the normalized adjustment cost ﬁ,'f.
Following the same idea of the function A in the linguistic 2-tuple model
that transforms a numerical value into a linguistic 2-tuple value, we
suppose a function ¢ similar to function A that makes Eg € [0,1] trans-
form into a linguistic 2-tuple value, which is the reliability degree of
adjusted preferences expressed as

7 (El") = (?‘111:)
SR _ A i _ _ A i
where (svz,ak> = A((l ak)h>, Vi = round((l ak)h), & =

(1 —Hg)h —J, round is the usual round operation. (s",;‘izg) repre-
k

sents the reliability degree of the adjusted preferences.
Finally, TD2L expression is presented as adjusted preferences com-
bined with the corresponding reliability degree, which is presented as
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Pii, Pi, i. 5 el # & % & Pi i,
((rk’“z.ak!‘l’). (Syu.az) ) The first dimension information (rk vz
(3

PLLY . :
rzkl‘Lﬂ) is used for representing the preference value and, the second

dimension information represents the reliability degree of the
preference.
Example 3.. Suppose that there are a large number of DMs (e, ez, -, em)

given their opinions as preference matrices RS = ((rﬁ“ agij) ),M, k=2

S3 S0 S 33

S6 S3 S84 84

S0 S2 S3 &

3 S2 S5 S3
After the two-stage minimum adjustment consensus, the final adjusted
preference matrix is

---,m. The preference matrix provided by DM ey is as

(53,0)  (53.—0.370) (s5,—0.480) (53,0)
(53.0.370) (53.0) (54,0) (54. —0.402) s
(51,0.480) (52.0) (53,0) (s3. —0.309) |’ takeposiion
(s3,0) (s2,0.402) (s3,0.309) (s3,0)

row 1 column (13) as an example, the adjustment between (rp*?, rxgw) and
(rE'3, of'3) for such a position is 1.48. We assume that after the normali-
zation, the normalization adjustment of 1.48 is 0.63, then according to Eq.
(20), the reliability degree of adjusted preference (s3, —0.370) is (0.63) =

§3,—0.48 |. Therefore, the two-dimension 2-tuple expression for alterna-

tive x; in terms of x3 is ((Sg. —0.370), (5'3. —&48) )

3.4. The adjusted collective preferences for each alternative

Based on the TD2L expressions for each pair of alternatives previ-
ously obtained, the adjusted collective preferences for each pair of al-
ternatives is obtained by TD2LWA operator (Zhu et al., 2016) as follows:

((xi_ﬂg)_ (\'m) ) TD2LWA,, ( ((»ff.’pﬂ;'): (-‘:ﬂ;«"’g) ) ‘k
. m)

where ((sgk,ag): (Sﬂw nﬂ) ) is a TD2L representing the preference of

DM ey for each pair of alternatives. w = (w,wy, -+, @y ) is DMs® weights
referring to Section 3.1,

Then the preference for each alternative is derived from the aggre-
gation of the row of the TD2L matrix as follows.

((x“.l : a\,)\ (‘ér“_ : dx) ) TD2LWA,, (((;gﬁ, a’j), (.s‘:{'r,r‘l;’) ) L;

= I.2.---.,u.j;éi)

nl'n 10 1

where y = (# =1 L) is the weights for aggregating the row of

the TD2L expressions of collective preferences matrix. ((s:{b.u’g). (sﬂ{

ag’) ) represents the collective preference for alternative x; in terms of

alternative x;. ((Sux, K axl)A (s‘vx’ ; axl) ) represents the collective opinion

for alternative x;, denoted as Ty, i = 1,2,--,n.

3.5. Ranking of alternatives and its reliability
Once the collective opinions have been obtained for each alternative,

and expressed by TD2Ls, the ranking of alternatives could be computed
from the comparison among those TD2L expressions. In consideration of

Computers & Industrial Engineering 151 (2021) 106973

the comprehensiveness of comparison rules, reliability of the ranking of
alternatives is needed as the supplementary information to ensure the
high-quality decisions.

Let S = {s0,51, .5}, S = {s’o,s'h ---,s';,} be two linguistic term sets

as before, 5,5y, €8, $1,.8, €8, @1,02.41,@2 € [~ 0.5,0.5), §; = ((sul.

a), (s'v‘ ,dl)) and §2 = ((surn{;). (S,,}:fig) ) be two TD2L expres-

sions. Then the comparison rules (Zhu et al., 2016) are as

(1) If A7 (5,00 )} A7 (8, @) and AT (sv].ixl) >A’1 (Sv;.dz), then
51 = 8,

(2 A™? {Sier 5 al){A'1 (8w, @2) and AT (sv].le) <A'1 (svg\(zz), then
Sy =< Ss.

I A (s, a)A (5, a5) and AL (SV].(:ﬁ) <A’l (syi,ixzj or
A sy ) {A sy, 0} and AL (sv‘,r‘z]) >A ! (sv,.az), then the

comparison result between .§1 and §2 is difficult to describe (Zhu et al.,
2016). For solving this problem, we propose a comparison way that the

result is shown with reliability. The reliability of §1 < .§2 is as follows.
g o oft
fg =k [ [ AR f [ ptasasas
=92 0 Jx JooJx

§ R fy-ay)’ LL)Z
where f; (x) :ﬁe =, A0) :\/Zlme # falx] :\/zl,:b1 B

(o)’

{x-a1)?

L) = e ", a = Als.m), @ = ANsy.m). Of
2rb,
2
g/2<a <g then b = (a;(lf (1@ |(1V,)/h)/3) , b=

2
((gfal)(] - (v1 | m,)/h)/S) if 0 < a; < g/2, the value of by,

by, b, are in a similar way as b.

Remark 4.. kyand k> are the parameters representing the relative impor-
tance of the two-dimensions of TD2Ls provide by DMs. ky + ka = 1. Unless
otherwise specified, we consider k; = k; = 0.5.

In fact, we treat a TD2L ((Su,(z). (s",,('r) ) as a normal stochastic

variable X N(a: bz), the value of @ comes from the first dimension in-
formation (s,.«) of TD2L, the value of b comes from the second

dimension information | §,, @ ) of TD2L.

Example 4.. we compare .§1 = ((53, 0.4), (s};, 70.2) ) and §2 =
((54. -0.2), (5‘3. 0.4) ), where the cardinalities of the two linguistic terms

sets are the same as before. Then the reliability of §; < S, is g = 5 ]',f' ff
1402 ¥

AR Gdyde+3 3 [ R00f00dvde = (0979 +0.225)/2 = 0602,

" iy-38:2
where fi{x) = mefﬁ, fily) = e, fy(x) =

w1 .

v2rx0.0361
S Lo ik, The reliability of §; < 8 i

O cor vy o LRk L N 2x01727

VZr<030150 ) Vanxoi7arC . The reliablity of $1 < 52 s

0.602.

Suppose that alternatives ranking is as x;(1; > Xz(2)>...>Xy(n), where
7(1),7(2), -, 7(n) is the permutation of 1,2, .- ,n. Then there haven—1
pairs of alternatives need to be compared to obtain the ranking. The
reliability of alternatives ranking is as:
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re=ILn
where r(l= 1,2, --,n— 1} is the reliability of x. > x-1). 1 € [0.5.1]
forl =1,2,--,n—1.

Remark 5., rgis an important indicator that is necessary for describing the
reliability of solution. Obviously, the larger the reliability of solution, the
model designed for solving this GDM problem is better. If the reliability of
solution with this method is lower, then the ranking of alternatives is mean-
ingless. If the reliability of solution with this method is higher, then the pro-
posed method is feasible and effective.

Example 5.. LetS:{50,51,52:53,54,55,56}lmd.S": s'g,s'l..s'g,s'g,.\i‘,}be

g;g:

((55.0.4). (5‘4.70.4) ) S5 ((53,0.4). (54.70.2)) and 5, (('s_;,
0.2), (5'3, 0.4) )

two linguistic term  sets, & = ((53.0);(3'4.—0,1)),

be four TD2L expressions that represent the four alterna-

tives® collective opinion x1, X2, Xa, X4, respectively. Then the alternatives
ranking is Sy > 84 > 83 > 8§, with reliability of 0.368, where 0.368 —
0.593x 0.620x 1, =0.593,r, =0.620, rs =1, Therefore, x; > X4 >
x3 > x) with the reliability of 0.368.

4. Numerical example and simulation analysis

In this section, we provide a numerical example and a simulation
experiment to illustrate the use of two-stage minimum adjustment
consensus model with TD2L expressions in LSGDM.

Here, we provide a LSGDM problem, which includes a set of 20 DMs,
E={ej,es,+, €0} and a set of 4 alternatives, X = {x;,Xz, . X4}.
Although the number of decision makers in the example is small for
LSGDM problems, it is enough to illustrate the proposed consensus
model (Chen & Liu, 2006). Let {sy = extremelypoor, s; = verypoor, s =
poor, s3 = fair, s4 = good. ss = verygood, ss = extremelygood} be a lin-
guistic term set S. Suppose the acceptable CL is ¢ = 0.8. All DMs express
their preference as additive linguistic fuzzy preference relations matrix
Ri(k=1,2,--,20), which are generated by AFRYCA (Palomares et al.,
2014) as follows.

53 53 55 53 5308 5y Sy
— 5 518 — 81 53§
R = 4 83 Rz 3 8y
B = 53 8 = e 3 05
- - % - - - %
S35y 51 S5
- 5 5508
Ry = 3 1 52
- - §3 52
- = — 81
53 S S5 53 §3 S2 5S4 Sy
— 83 54 08 — s Sy 83
Ry ; 4 5y Rs 4 S5
- - 5508 - — % S
- - - % - - - 5
5308 53 5
- 8 53 84
Ry = - y
= 2 53 84
[ — 5
308 55 86 §3 83 S %2
— s 56 S — s 51 S
Ry 3 6 6 Ry 3 4 S0
G 53 81 = 53 S
= - N e - 5
53 85 55 Sg
— 5 58
Ry = 3 1 S0
= 53 82
- — — 5
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sy 8 54 S5 ) S5 Sg
5 54 S 53 Si 5
Ry = 3 4 8 Rip= 4 84
- = $1 S5 - S35 53
— — 5 & o - 5
5108 Sy 8
— 8 85 S
R, = ’ ’
L - - S35 8
$3
§3 85 6 §2 §3 S S Sp
- 5 s108 K} So S8
Ry = 3 ‘.1 0 Bip— 3 ‘n 1
= = 338 = 5385
— = o iy = = = 5
RN Sp 82
Ry — - 83 5083
1 53 85
= — 5
53008 s S 510 S Sa 5
- ¥ 55§ ) K
Rig = ? 2 B Ry = } =
— == S 82 = 83 85
= R - 5 - - - %
10 85 S5 &
- 5 §2 0 5
Ris = . ri vo
= — 5
53 & S| S5 385 S0 S
- s 56 8 — 53 5 8
Ry = 3 6 94 Ry = 3 2 5
A - - S50 85 - - 83 89
- - - . - - - 5

4.1. Hlustration of proposed method

In this subsection, we show how to apply the two-stage minimum
adjustment model with TD2L expressions in LSGDM. The steps for
solving the problem are as follows.

Step 1: Clustering process

Four clusters are obtained by Algorithm I as:

G: e, es, e, €10, €11, €17, €15

GS: €2, €1, €5, €7, €16, €19

Ggi €6, €15, €20

GY: es, €12, €13, €14

Clusters’ weights are Wey = (0.35,0.3,0.15,0.2) based on Section
3.1. DMs’ weights in the same cluster are obtained from the optimization
models (see model (10)). Taking DMs’ weight in cluster G‘l’ as an
example, the model is as

. 7 & L) 2 42
Min 35, 23 d( (o ) (1))

AL 0 R
a((% ). (5.25))

— | A1 41y _ 42 AL 42
= [pan () - 2587 (o0t |

7
qul/lgﬁ" =1

G<ily <lg=1.27
1

5.

Use LINGO 11 to solve model (25) and obtain the results as:
)ld‘. = (0.15,0.15,0.125.0.15,0.125,0.15, [].IS)I

Similar, DMs’ clusters  G3,GS,Gy  are g =
(0.186.0.186,0.149,0.124,0.207.0.148)", 4o = (0.261,0.348,0.391)",
Ao = (0.143,0.143,0.143,0.571)", respectively.

Step 2: Two-stage minimum adjustment consensus model

weights in
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Compute the three kinds of CLs as the way mentioned in Section 3.2:
(1) The CL for each pair of alternatives.

I 0678 0619 0.620

o[- 1 0672 0647

L=l - - 1 o676
= = = ]

(2) The CL for each alternative.
CL" = (0.639,0.666,0.656,0.648)

(3) The overall CL for all preferences.
L = 0652

We can see that CL® = 0.652 < g, the acceptable consensus is not
reached in this problem, then the two-stage minimum adjustment
consensus model is constructed in the following.

My = {12,13.14,23,24,34} owing to CLY,, CL},, CLY,. CL;. CL},,
CLY, < o, The preferences for all pairs of alternatives need to be adjusted
in the first stage. According to the identification rules described in
Section 3.2, Cluster GJ is chosen to be adjusted first. The optimization
model for obtaining the maximum improvement of the CL for each pair
of alternatives is constructed as follows.

Stage One
ManyG"f
EMy
=t 0 0
CL; = CLy + ™
0 0
20 @y + @, 0 o
Zk. | by =1 19 aF ( » Oy
-/
8.
0 9 20 "‘)fq +m.& 1700 00
CLI'J ! Zh—le« 1 A (:’w “M)
— a7 |fo
A 1(?2‘&524) <hﬁk 6,15,20

A 1(?2",5‘;“) )llk 6,15,20

where [j € My. Use LINGO 11 to solve Model (26), then obtain the
= (0.021,0.102,0.030,0.043,0.014,0.029)"
and CL for each pair of alternatives with adjusted preferences is ﬁgf
(0.700,0.721,0.650,0.715,0.661,0.705)".

Next, based on the maximum improvement, a minimum adjustment
cost model is constructed as the second stage according to model (16) as
follows.

Stage Two

. 3 i i i i
Miny Zd((rﬁ,a"é). (rgﬁ,apﬁ) )

iy

optimal vector of y° is ¥’

10
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0 0,
(’Lu =8 (,LU JjeM,

S P S
o)) )
A~ (*g”,a‘g,) (6,q =1,2.3
A ‘(ffg f”,\)>n g=1,23

eq=11;=i1;2,3

where ¢ is a numerical number close to 1, here we assume that ¢ = 0.99.
w = (@, wa, ~--,(}J,,,)T is the same as in Step 1.

Use LINGO 11 to solve model (27), then obtain the adjusted prefer-
ences of DMs in GY:

(53,0)  (53,0) (54, —0.287) (54,0)
oo - (50) (5,-0496) (s, -0.204)
- — - (53,0) (53, —0.093)
= = = (53,0}
(53,0) (53, -0.370) (55, -0.297) (s5,-0.274)
= = {53,0) (54, —0.496)  (5,0.045)
C I — {53, 0) (83, —0.093)
= = = (53,0)
(53,0) (54,0) (85, —0.287) (55, -0.274)
ﬁj _ — (J:L‘O) (5'4,70,4‘)6) (53.0)
@ - - (53,0) (53, —0.093)
— — —~ (53,0}

where ﬁég, Eég, ﬁf;% represent the adjusted preference matrix of 1¢h, 2th,
3th DM in cluster GY, respectively. In fact, they are the adjusted pref-
erence matrices of Re, Ris, Rao.

Step 3: Consensus reaching process

After the first round adjustment, the overall CL is GL! = 0.685 < o,
which does not reach the acceptable CL. We continue using the two-
stage CRP model until Ci? > 0. After 5 rounds, the overall CL is
acceptable, the final clustering and the adjusted preferences are as

(1) The clustering results:

GS

1- €3, €g, €10, €11, €17, €18
G3: ez, €5, €7
G3: 4, €, €3, €12, €13, €14, €15, €20
G5: ey, erg, €19
(2) The adjusted preferences:
(53.0)  (83.—0.370) (s5,—0.480) (53,0)
o - (53,0) (54,0) (54, —0.402)
= - . (53,0) (51, -0.309)
- - - (51.0)
(53.0) (55.-0370)  (55,0) (s, —0.484)
i - (53,0} (54, —0.283)  (55,0.359)
I - — (53,0) (53, —0.093)
— — - (53, (J)
(55.0) (52,0) (55, —0.478) (54, —0.484)
7= = $3.0) (54,0) (s3,0.359)
8 - — (53,0) (83, —0.308)
= = - (53,0)
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(53,00 (53,0.001) (5.0) (54, —0.484)
= _| - (55,0)  (55,0)  (s3,0.359)
& — - (53.0) (53, —0.308)
- - - [J‘:nU)
(53.0)  (53,0.061) (55, —0.AT8) (54, —0.484)
7 _| - (5:,0) (54,0) (55,0.359)
o - - [83.0) (s3, —0.308)
- - - (53, 0)
(53,0)  (53,0) (54,0) (54, —0.5)
7o — (53.0)  [s2,—0.389) (s53,0.359)
18 = (55,0) (53 —0.308)
L o (53.0)
(53,00 (53, —0.370) (%4.0) (53,0}
o — (53,0) (52.—0.496)  (55,0.241)
e 54 - (93.0) (3, —0.093)
- - - (53,0}
(53,0) (83, —0.370) (54,0} (55,0)
o= — (53,0) (54,0} (54,0)
19 e = (53,0} (53,3)
- - - (53.0)
(55.0) (5:,0061)  (5,0) (s, —0.484)
Es _ = (53,0) (5. —0.293)  (53,0.359)
L (53,0) (83, —0.093)

(s3,0)
where Ei =R fork =1,2,3,5,7,9,10,11,16,17,18.
Step 4: Measurement of reliability of adjusted preferences
Based on the computation results in Step 3 and Section 3.3, the

preference adjustment matrices for k = 4,6.8,12,13,14,15,19. 20 are
as:

0 263 148 0 0 037 1 0484
a_|- 0 o 0 a— |- 0 o077 o84
4 - - 0 1691 g o 0 1093
- 0 = - 0
0 0 1478 1516 0 0933 0 1516
. 0 0 3359 .y 0 1 3359
0 0.692 0 0692
- - - 0 - - - 0
0 1.939 1.478 1.516 0 1 3 35
- o 0 3.359 — 0 3611 2359
Ada =l T g g0 Aw = 0 T qe02
— = - 0 = 48 0
0 063 4 1 0 063 3 0
a — 0 2504 0241 Ao |- 0 20
15 0 2093 = 0 2
— = 2 0 = = — i)
0 1.939 4 2.516
i - 0 1717 3.359
o e 0 1.093
= = - 0

where the preference adjustment matrices Ay for k=1,2.3,5,7.9,
10,11,16,17,18 are 0. That means they keep unchanged their prefer-
ences.

The final opinions are presented as TD2L expressions based on Eq.
(20) as shown in matrices. Take R; as an example, R; is a preference
matrix of DM e, that represents the agreed preferences with its reli-
ability degree for each pair of alternatives, which are as follows.

11
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Ry

(o)) (o0 ()

)
(i) e 5) -0 )

(5203 (50) ) (103091 (51148 ) -~
o)

where the matrices R, (k = 1,2, -, 20) are listed in Appendix A.
Step 5: Alternatives ranking based on TD2L expressions
According to Section 3.3, DMs’ weighs are w = (0.055,0.063,

0.058,0.057,
0.048,0.057,0.040,0.046,0.048,
0.048.0.048.0.049,0.038,0.061,0.046, 0.055,

0.048,0.048,0.041, 0.046)1

The final collective opinion matrix with reliability degree is as

() (o 250)

((34,0.234). (5'3,0.060) ) ((54,70.200), (5‘3.0.309))
= ((53:0). (5'4,0) ) ((53,70,340): (53,0.351) ) ((53,0.197), (53:0.056) )

(i ) s10)) (o)

The collective opinion of each alternative expressed as TD2L expressions
as

T = ((J-.,\ —0.334), (.63,0,205))
T, = ((‘v‘;,o.zm), (.\:3.0.218))
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Table 1
The simulation results of alternatives ranking with different methods.
Method Collective preferences of each alternative Alternatives The reliability of alternatives The number of DMs
ranking ranking need to be
adjusted.
Zhang et al. (2011) 2 {53.0.208),x; : (53,0.057), X3 =X 3 Xz Xy 14
X3 1 (83.0.488),x4 : (53, —0.008)
Wu and L. F., Chiclana, F., X (53.0.288),x3 : (53, —0.062), X > X3 Xy > Xg - 14
Fujita, H., & Herrera- Xz @ {55.0.269),x4 : (53, 0.019)
Viedma, E. (2018)
Proposed method o+ (54,0334, (5.0.208) ), X1 X3 Xy X 0.531 ) o 9
{xa = x4 = x» with the reliability

s

4 ([53.0,274J\ (.sg‘o,zm) )
3 (L53.—0.333‘;. (5'3.0 170) ),x4

:<

of 1 and x; is slightly better than
X3)

: (153,0.368). (53: 0.155))

7, = ((‘;-3,70‘333): (53.0,170) )
T, = ((5_;,0.368): (.63,0.155) )

According to the comparison rules proposed in Section 3.5, the al-
ternatives ranking is x; > x3 > x4 > x, with the reliability of 0.531, x; is
the optimal alternative.

4.2. Comparisons and discussions

To further illustrate the characteristics of the proposed model, we
make comparisons with two methods. One of them is classical MCCM
proposed by Zhang et al. (2011). The other one is a MACM with feedback
mechanism (Wu et al., 2018). To compare these models in the same
condition, we assume that the unit cost of all DMs in Zhang et al.’s model
is unit one. The comparison details are as follows.

(1) Solving the above problem with MCCM without reliability
(Zhang et al., 2011).

Without considering the reliability degree of adjusted preferences,
and the unit adjustment cost of all DMs are unit one, the general MACM

is set up as follows.
MinZiil Z;Zj,ld((’{ a)), (F;ﬁa;’) )
-173,2: 12; Id((?’[ Fk) { @ ) zok=12-,20
(#.3) = F((r;.a"{), (rfrxf) (Fg},.a‘{o) )

where F(.) is a weighted aggregation function, in this situation, we
consider all DMs have the same importance.

Use LINGO 11 to solve model (28), the adjusted preferences of each
DM are obtained as in Appendix B. Then the overall opinions of each
alternative are as xi:(s3,0.208), x2:(s3,0.057), x3: (s3,0.488),
X4 : (83, —0.008). Obviously, alternatives ranking in this situation is
X3 > X1 > X2 > X4.

(2) Solve the above problem with MACM and feedback (Wu et al.,
2018).

Based on the minimum adjustment feedback mechanism proposed in
Wu et al. (2018), the adjusted preferences is decided by the recom-
mendation advice. There is a feedback mechanism parameter § to con-
trol the accepting degree of recommendation advice. The adjusted
preferences are different when the value of 5 changes. The model for
solving the accepting recommendation advice is as follows.

Mlnzm Z’_ Z’ ‘hd r,( (1},. ( ‘J_uu))

12

CL, > 0,k=1,2,
— _1 4
CL 7:12;71(1*

i I —i
CLA:SZJ,-:|CL i=1,2,3,4

Jj#i
CL=1— d( (?;j,ag). (7", a) )
("Q’u-ﬂf’z’u) )

() = F((al), (o)

20

where A~ (’” ’2):(1763 % (“ i)+oA (ﬂ,a‘i') for Cly <o

and (r” EE) = (r’,i uk) for CLy > 6.

Use LINGO 11 to solve model (29), use 6 = 0.55 (Wu et al., 2018), the
recommendation advice is as in Appendix C. In this situation, there are
14 DM that need to adjust their original preferences. After accepting the
recommendation  advice, the alternatives ranking is
X1 > X3 > Xq > X,

Based on the above comparison, we make a summary to show the
difference with different methods as in Table 1.

With method Zhang et al. (2011), we can see that large number of
DMs need to change their preferences. For example, preference values

as

914 and r328 keep unchanged with the proposed method, however, ry’
for ij =12,13,14,23,24,.34 need to be adjusted (see Appendix B).
However, it is not practical in real decision making, the number of DMs
is a huge number. In order to keep more original preferences unchanged
and adjust the preferences with accepting recommendation mechanism,
Wu et al. (2018) proposed a feedback mechanism with automatic
parameter adjustment. The adjusted preferences are acceptable but the
reliability degree of the adjusted preferences is still missing. We consider
the reliability degree of adjusted preferences, which are key factor to
ensure the accuracy of the decision making.

The collective opinions of each alternative with the methods (Wu
etal., 2018; Zhang et al., 2011) are 2-tuple linguistic values, however, in
our proposal, the collective opinions are presented as TD2L, which adds
the reliability degree of adjusted preferences. The alternatives ranking
are both x; > x3 > x4 > x; with method Wu et al. (2018) and the pro-
posed method, however, x5 > x; > x3 > x4 with the method Zhang et al.
(2011). It shows that with the consideration of reliability of adjusted
opinions, the accuracy of the decision making is ensured as the same as
the involvement of the feedback (Wu et al., 2018). In addition, with our
proposal, CRP is time-saving and more suitable for real life, like emer-
gency decision making problems. Finally, the reliability of alternatives
ranking can be used as an indicator to evaluate methods. The final
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solution obtained with the consideration of reliability of alternatives
ranking is more reasonable. Even though the reliability of the alterna-
tives ranking derived from the proposed method is not high, which is
0.531, the reason is that the reliability of x; > x3 is 0.531, which means
x1 is barely superior to x3. The reliability of alternatives ranking could
be as important information for decision making. Based on the above
statement, the proposed method is effective and has an important sig-
nificance in this field.

5. Conclusion

For automatic CRP, the reliability of the adjusted preferences is often
neglected because all adjusted preferences are accepted by DMs by
default. Based on this observation, this paper proposes a two-stage
minimum adjustment consensus model for LSGDM problems based on
TD2L expressions with the consideration of reliability degree of the
adjusted preferences,

The main contributions in this article are: First, a two-stage mini-
mum adjustment consensus model is proposed, which not only considers
the minimum adjustment, but also minimizes the number of adjusted
preferences. The first stage is to maximize the improvement of CL for
each pair of alternatives within minimum adjustment. The second stage
is to obtain the adjusted preferences with the certain CL at the first stage
within minimum adjustment. Second, we further study TD2L informa-
tion and provide a mathematical way to obtain the second dimension
information as the reliability of the adjusted preferences. Third, we find
out the relations between the total preference adjustment and the reli-
ability degree of the adjusted preferences. Finally, alternatives ranking
is presented with its reliability. The effectiveness of the proposed model
has been illustrated by a numerical example in which comparisons with
other CRP-LSGDM models has been done.

Computers & Industrial Engineering 151 (2021) 106973

Gonsensus reaching is such a complex problem in LSGDM, during the
decision making process, determination of the unit cost of each DM
should be considered, in this paper, we consider the uniform unit cost. In
the future, we will further study this reliability model based on TD2L
information in LSGDM with the consideration of the determination of
unit cost.
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Appendix A. The final opinions solved by the proposed method are presented as TD2L expressions as follows
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Appendix B. The adjusted preferences obtained from model (28) are as follows
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Appendix C. The accepting recommendation advices solved by model (29) are as follows.
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Abstract—This paper designs a consensus reaching process
(CRP) with minimum adjustment considering that decision
makers (DMs) have a tolerance for changing their preferences,
which means DMs only accept the adjustment if such
adjustment fall within their tolerance interval. In addition, two
consensus rules are considered: minimum distance between
original and adjusted preferences, and minimum number of
adjusted preferences. Unlike to classical CRP, our proposal
includes a reliability detection of adjusted preferences, in order
to avoid biased solutions because of the inherent subjectivity of
group decision-making problems. To obtain the agreed adjusted
opinions and their reliability, the two-dimensional 2-tuple
linguistic (TD2L) information is wsed in which, the first
dimension of a TD2L is 2-tuple linguistic value that assess the
adjusted preference and, the second dimension information is
another 2-tuple linguistic value assessing the reliability degree of
the adjusted preferences, which is derived according to
similarity between adjusted and original preferences. Then a
novel comparison method for TD2Ls is developed. Finally, an
illustrative example is given to verify the proposed method and
the results show that the approach is feasible and effective.

Keywords—consensus reaching  process, minimum
adjustment, group decision making, reliability degree, tolerance
degree, two-dimensional 2-tuple

[. INTRODUCTION

Group dccision making (GDM) refers to the selection of
the best alternative(s) from a set of feasible alternatives
according to the preferences of different decision makers
(DMs). Due to the complexity and uncertainty of objective
reality and the ambiguity of human thinking, Zadeh [1]
introduced the fuzzy linguistic approach and fuzzy linguistic
variables for eliciting linguistic information for assessing
DM’s preferences in real-life GDM, among the different fuzzy
based linguistic models the 2-tuple linguistic model [2] has
been one of the most useful and widely used linguistic
representation model in recent years [3-5].

The 2-tuple linguistic model only considers the evaluation
of the object and ignores the reliability of the evaluation,
which may lead to inaccurate decision results. Hence, TD2L
model based on the 2-tuple linguistic model was proposed by
Zhu et al. [6], in which an additional linguistic value is added
to assess the reliability of the subjective preference
assessments. For TD2L the reliability assessment is a

978-1-6654-4407-1/21/$31.00 ©2021 IEEE
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Dept. of Computer Science
University of Jaén
Jaén, Spain
martinf@ujaen.es

Ying-Ming Wang
Decision Science Institute
Fuzhou University
Fuzhou, China
msymwang(@hotmail.com

subjective one directly provided by experts [7], but this idea is
not realistic in real-world decision problems, especially for
guiding experts to reach an agreement for obtaining the
solution [8-11] by modifying their initial preferences. There
are different consensus models in which the modification of
initial preferences is carried out by the DMs but others are
automatic CRPs that adjust the initial preferences without
DMs’ feedback. Therefore, after an automatic CRP, the
rchiability of the adjusted preferences is different from the
original ones, and it must be considered to know how valid
and robust is the solution based on the adjusted preferences.
Thus, an objective detection on the reliability of the adjusted
preferences is necessary.

Classically many CRPs consider that the minimum
distance between original preferences and the adjusted
preferences is the key rule for achieving the agreement, but in
classical minimum adjustment consensus model (MACM) [12]
the number of adjusted preferences should be also considered.
Zhang et al. [13] proposed an MACM with these two
consensus rules, however, they arc separately used in the
consensus mechanism, which complicates consensus process.
With the aim of simplifying such consensus process, an
Algorithm is designed to cnsurc thc minimum number of
adjusted preferences with the minimum distance between
original and adjusted preferences. In order to balance these
two consensus rules, a DM tolerance degree that defines how
much is willing the DM to change his original opinion will
play an important role, which means DMs only accept the
adjusted preferences within tolerance interval.

For solving previous problems, this paper designs a novel
CRP with minimum adjustment based on the DMs” tolerance
degree and develops a measurement of reliability of adjusted
preferences. The final assessments of alternatives  are
modelled by TD2L expressions. Such a CRP-GDM method
based on TD2Ls consists of the following aspects:

(1) Considering the DMs tolerance degree, a novel CRP
with minimum adjustment based on two consensus rules is
proposed, where the two consensus rules are: minimize the
distance between the original and adjusted preferences, and
minimize the number of the adjusted preferences.

(2) A measurement of reliability degree of adjusted
preferences is discussed and then applied to GDM by using
TD2L information.

Authorized licensed use limited to: Fuzhou University. Downloaded on August 20,2021 at 07:32:39 UTC from |EEE Xplore. Restrictions apply.
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(3) A new comparison way for TD2Ls is proposed, then

the alternatives ranking is derived from the comparison results.

The rest of this paper is arranged as follows. In Section 11,
we present the basic knowledge regarding the 2-tuple
linguistic model, TD2L expression and the classical MACM.
In Section [I1, a CRP with the consideration of tolerance
degree of DMz is designed. In Section IV, the measurement of
the reliability degree of the adjusted preferences, and a novel
comparison rule for TD2L expressions are proposed. In
Section V, an illustrative example is provided to certificate
the effectiveness of the proposed method. Section VI
concludes this paper with final remarks.

II. PRELIMINARIES

This section provides a brief revision about necessary
concepts in our proposal such as, the 2-tuple linguistic model,
TD2L expressions and MACM.

A. The 2-tuple Linguistic Representation Model

Herrera and Martinez [2] proposed the 2-tuple linguistic
model, where the linguistic information is presented by a 2-
tuple.

Definition 1[2]: Let S= {SU‘SN""Sg } be a linguistic term
set and fe[0,g] be a value representing the results of a
symbolic aggregation. The 2-tuple linguistic value (s,, ) is
equivalent to g through the function A as follows:

A:[0,g]— Sx[-0.5,0.5) (1)

E s,,i = round (f3)

A(B) = (s,,@) , with Vo= B e 05,08 2)

where round(-) is the usual round operation.
Obviously, A is a one to one mapping function. There
exist a function A~ from g to (s,.@) as follows.
A 5%[-0.5,0.5) —[0,2] (3)
A, a)=ita=p €))

B. Two-Dimensional 2-tuple Linguistic Expression

The two-dimensional linguistic representation model was
introduced by Zhu and Zhou [14], then Zhu et al. [6] extended
it to TD2L expression:

Definition 2 [6]: Let S={5,5,..5,} and

S= 1505858, 1 be  two term

@,6e[-0.5,05) be
S= ((s,,2).($,,@)) is a TD2L expression, 5, € §, §, € S,

(s,,@), the first dimension information of S , Tepresents

linguistic sets,

two numerical numbers. Then

the assessment about the decision object. (5,,¢), the second

dimension information of S , expresses the subjective
assessment on the reliability of the first dimension information.

C. Mininum Adjustment Consensus Model
Suppose there exist 7 DMs participating in GDM, o, and

o, are the DMs’, e(i=12,..,n) , original and adjusted

opinion respectively, o” and @ are the collective original
and adjusted opinion reached by group. Dong et al. [12]
proposed the classical MACM as follows:

miny"" |o, -3,
!

|& = F(5,.0,....0,)
|7 -7@.5....5,

6, -0|<ei=12,..n

(5)

st

where

()i—a.| is the distance between o, and @,.£2>0 is
the consensus threshold. F(El,ﬁz,...,ﬁﬂ)=z:ll wo,, w is
the importance weight of DM ¢, .

Obviously, the less the total adjustment the better, denote
the optimal solution of model (5) as 5:(1':],2,...,11) , in

which o is the optimal adjusted opinion of DM e, .

IlI. A CRP WITH MINIMUM ADJUSTMENT WITH THE
CONSIDERATION OF TOLERANCE DEGREE OF DMS

This section proposes a novel CRP that considers the DMs’
tolerance degree and two consensus rules: minimum distance
between original and adjusted preferences, and minimum the
number of adjusted preferences. The DMs’ tolerance degree is
an importance factor to balance the two consensus rules. This
CRP is an iterative process that evaluates the consensus level
among experts if it is good enough the GDM problem is solved
if not an adjustment process based on the tolerance degrec is
carried out to improve the agreement, both steps are further
detailed below.

A. Consensus Level

Suppose that m DMs E:{e,(|k:l,2,...,m} are invited
in a GDM problem,
i=12,..,n} . The linguistic

to join the alternative sct is
X ={x

S =18.%,8,} . The preferences are provided as preference

term  set s

relation matrices R, = (r;) from DM ¢, , where J;j es§.

xn

First, we check if the overall consensus level (CL) is
satisfied based on the following three levels [15].

(1) CL for each pair of alternatives. It is based on the
similaritics among preferences.

CL, = sim; (©)

where the similarity between alternatives x, and x; is as

} 1 Z m—1 m
sim; = P
0y FA

%M*‘(:}f‘ )-8l

(2) CL for each alternative. It can be obtained the results
of the average of each row of consensus matrix (CL,),., as

1 "
CL, =— 21 CL (8)

i

where i =1,2,..,n and consensus matrix (CL,),., is based

Xn

on the results of Eq. (6).
(3) Overall CL for all preferences. It is obtained as

grslym Cr, 9

n i=1
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After the check of the overall CL, compare the overall CL.
and the consensus threshold & given in advance. If CL> ¢,
then the CRP is finished. If not, then the CRP keeps going.

B. A Consensus Model with Tolerance Degree of DMs

The adjustment for DMs’ preferences is necessary if
CL < ¢ . Hence, by taking into account a DM’s tolerance
degree that is the maximum change that the DM is willing to
accept the adjusted opinions, the proposed CRP considers the
following two consensus rules: (1) minimize the distance
between the original and adjusted preferences. (2) minimize
the number of adjusted preferences.

Let g, be the DM’s, ¢, , tolerance degree then the adjusted
preferences to be accepted must satisfy

/<6, (10)

where i, j=1,2,..,n. #,¢[0,1]. If § =0, then DM ¢,
does not accept any change of the original preferences, where
he/she is a stubborn DM. If @, =1, then DM ¢, could accept

any change of the original preferences, where he/she is a
benevolent DM. [A(A'(r)-8,2).AA () +6,8)] is
denoted as tolerance interval. DMs accept the adjusted
preferences if 7" € [MA™ (7 ) - 6,2), ALA™ (5 )+ 8,.2)].

A G-

In fact, the consideration of tolerance degree of DMs is a
strict view for minimizing the number of the adjusted
preferences. If the minimum number of adjusted preferences
is the only condition to be considered, then the distance
between the original and adjusted preferences may out of the
tolerance interval of DMs. In such situation, the minimum
number of adjusted preferences is meaningless.

Thus, it is important to consider both DMs’ tolerance
degree of DMs and the minimum number of adjusted
preferences. To simplify the CRP, the following consensus
mechanism is designed:

= To minimize the number of the adjusted preferences. A
priority-adjustment rule is proposed. Owing to the
preferences information arc presented as symmetric
matrix, only the upper triangular elements in matrix are
considered. Thus, there are n{(r—1)/2 CLs for each pair
of alternatives need to be considered. Sort the value of
CL for each pair of alternatives CL; with
i=12,..,n—1 and j=2,3,..,n in ascending order as
CL, <CL, <---<CL , , where L=n(n-1)/2 ,

JV.I‘-\ i
L=12,..n-1, I=12,..,.L . If
CL < &, then at least there exist one or more CL‘J;

satisfy CL <&

5=23,.,0 ,

Then original preferences

- |J=L

(k=1,2,...,m) which satisfies r’ -

£ o
Y |7 min|{

2,..L} need to be adjusted preferentially. Let
T" =4, j)]i=12....0',CL, <£,CL, >} beaset,

then the original preferences rfh (/=12,..,L) need to
be considered to adjusted preferentially if it satisfies
G,,7)e il . First, set / =1 to adjust the corresponding

original preference, if CL is not satisfied, thenset /=2,

if not, sct =3 and repcat until there is a I” make
adjusted preference Fl"jl sciale

(A

and original preference

Yo e.rt osatisfy CL»e , '=12..L

'.. lfFK\I 't

Obviously, the smaller the value of " the better.

* To minimize the number of adjusted preferences with
the consideration of DMs’ tolerance degree. The novel
consensus model is set up as follows.

minZ(q..J})eTf'Zﬁ=|
HM@%Mﬁ)
st{CL 2z ¢

|, =T e T

A=A

Wk
/.‘:’59/1

)

where CL is the overall CL of adjusted preferences.

For better understanding, the Algorithm [ shows how to
obtain the optimal adjusted preference with minimum number
of adjusted preferences and within the tolerance interval of
DMs.

Algorithm I

Input: The preference matrix provided by DM e, is
presented as R, =(r;j‘),,x", SN2 s Wl 2 Pyt THE
tolerance degree of DMs &, (k=1,2,...,m) ; The consensus
threshed €.

Output: The final adjusted preference 7'((/, ) T ey
m=r (G )e ).

Step 1: Check the overall CL of DMs’ preferences based
on Egs. (6)-(9), if CL 2 &, then the CRP is done. If CL < £,
then continue to the next step.

Step 2: Set up consensus model with / =1 based on model
(11), if it can be solved by software LINGO 11 and obtain the
optimal preference relations as ?,f ((i, /e T") . Then output

f_;f((i, eTY) as the adjusted preference relations and

S S PR i .
B =1 ((4, )¢ T'). If the model is unsolved, then go to the
next step.

Step 3: Set up consensus model with /=2 based on
model (11) and repeat the process as described in Step 2, if it
can be solved and the optimal adjusted preference relations as
ke ¥ 2 —hgre o 2y ae adiug
7, (3, /)€ T7) . Then output 7, (i, /)€ I") as the adjusted
preference relations and Tf :f;f((i,j)e T . If the model is
unsolved, then repeat the above steps with / = 3,4, ... until the

consensus model can be solved with /=/"({"=1,2,..).

According to the relating operation research theory, model
(11) must have an optimal solution without the consideration
of DMs’ tolerance degree. Only when the DM’s tolerance
degree is small enough, model (11) has no solution. In this
paper, we suppose that DMs are not demanding, which with
appropriate tolerance degree.

IV. THE GDM BASED ON THE MEASUREMENT OF RELIABILITY
DEGREE OF THE ADJUSTED AGREED PREFERENCES

Generally, the reliability degree of original preferences
given by DMs is considered by existing research, however, the
reliability degree of the adjusted preferences has been ignored.
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Here we give a reliability model to compute the reliability
degree of the adjusted preferences based on the proposed
consensus model, where the reliability degree comes from the
concept of stability degree of the original preferences. In this
scetion, we introduce a concept: stability degree of original
preferences. Then, a comparison measure for TD2L is
provided in order to facilitate the selection of the best
alternative of the GDM problem.

A. The Reliability Degree of the Adjusted Preferences

The reliability degree of the adjusted preferences derives
from the stability degree of original preferences, which
describes the similarity between the original and adjusted
preferences after CRP. The more similar the original
preference to adjusted preference is, the higher the stability
degree of adjusted preferences is.

Let rJ be as before described, then the stability degree of
preference f;.;‘ 18 as
[ op-a")
min{g, AA " (1} )+6,2)} — max {0, A(A ()~ 6.2)}
(12)
where SD(f;f)E [0,1]. The larger the value of SD(ijf) is, the

SD(y=1-

more stable the original preference ?‘; is, then the reliability

degree of adjusted preference Ff is more likely higher.

The reliability degree of the adjusted preference ’_sz

derives from the stability degree of the original preference ijf ,

which expressed as:

RD(7) = A(SD(r; ) - h) (13)

where A +1 is the cardinality of set § , used for expressing
the reliability degree. RD(F;’) is a 2-tuple linguistic
represents the reliability degree of the adjusted preference I_jf .

Obviously, the stability degree of the original preferences
is related to the tolerance degree of DMs. The higher the value

of tolerance degree of DM is, the higher the value of SD(fjf.()

is and the higher the reliability degree of Ef is. Because if the

value of &, is higher, then
min{g, AA™ () +6,g)} —max {0, AA™ (7 }—6,g)} is smaller,
thus the value of SD(!;:‘) is higher based on Eq. (12),

therefore the reliability degree of F‘j" is higher based on Eq.
(13).
B. The comparison of TD2Ls
After the Algorithm | and the obtaining of rcliability
degree of the adjusted preferences, the final overall assessment
of each alternative is presented as TD2Ls, DMs will select the
alternative with higher agsessment value. Thus the comparison
of TD2Ls is important for choosing the optimal alternative.
Suppose that the adjusted preference of DM ¢, is o, ,
which is presented as a 2-tuple linguistic (5, ,&,) and the

reliability degree of o, is expressed as (5, ,& ). Then the

TD2L expression of DM ¢, for the final assessment can be
presented as i =((s,.&)(5, ,&,)). A comparison way for

distinguishing any two TD2Ls is proposed.

Definition 3 Let S, =(, ,&,).(5, .¢)) bea TD2L, then
the score function of § is as

SC(S,)=2na, +2(1-mb, +4n(l-Mab,  (14)

where 5 represents the relative importance of the first
dimension of TD2Ls provided by DMs, n<[0.1]. (a,.5,) is
the corresponding 2-tuple array of S'k =((5, . %) (5, .00,
a =A'(s,.&)/g, b, =A"G,.a)/h, a.b el01].

In special, if 7 = 0.5, then the score function of Sk is as
SC(S,)=a, +b, +a,b, (15)

Obviously, 2na,[0,2] 2(1-mb, [0,2]

dn(1=1)a b, € [0,4] , then SC(S,)€[0.8]. If e (0.5,1],
then it means the DMs pay more attention on the first
dimension information of TD2Ls. If 7€ [0,0.5), then DMs

pay more attention on the second dimension information of
TD2Ls. In special, if 7 = 0.5, then the two dimensions have

equal importance weight.
S =, . q),(5,,0))
((5,,.0),(5,,&)) be two TD2Ls, then score functions of 3'1

and S‘z are SC(S“) and SC(SQ), respectively. Then the
comparison rules are as follows.

Supposc  that and 32 =

If SC(S,)> SC(S,) , then $, > §,;
If SC(S,) < SC(S,), then S, <5, ;
If SC(S)=SC(S,) , then S, =, .

V. ANILLUSTRATIVE EXAMPLE

This section provides a numerical example to illustrate the
use of the novel consensus model for GDM based on
reliability degree detection with the final assessment presented
as TD2Ls information.

Suppose that there are four alternatives X = {x,x,,x;,x,}
evaluated by four DMs £ = {e,.e,,¢;, ¢,} . The DMs’ weights
are W =(0.2,0.3,0.25,0.25) . The original preferences arce
expressed as 2-tuple linguistic as shown in Table 1. S =
{5, = extremely poor,s, = very poor,s, = poor,s, = medium,
5, = good s, = very good s, = extremely good} is  the
assessment linguistic term set. The linguistic term set for
expressing reliability degree is S= {8, =verylow, 5 =low,
$, = high, $,=veryhigh} . The tolerance
degreesof DMsare 6 =0.15, 8,=0.2, 6, =03, 6,=0.2.
The predefined consensus threshold is ¢ = 0.85 .

§, = medium,
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Alternative x; are both the optimal no matter we consider the

reliability degree of the adjusted preferences, however,
x, > x, if the reliability degree of the adjusted preferences is

considered and x, > x, if we only consider the overall
assessment of alternatives.

In our proposal, the reliability degree of the adjusted
preferences can be as important information for decision
making. Especially for the large value of adjusted preference
but with low reliability degree, the reliability degree detection
1s necessary to ensure the accuracy of the decision result.

To deal with the influence of parameter 7 on decision
results, the overall assessments with the different 77 is shown
in Table [11 as follows.

TABLE IIL THE RANKING OF ALTERNATIVES WITH DIFFERENT 77
7 Alternatives ranking The optimal alternative
0 n~X>x ~Xx, X0 X

0.1 Xy X > x> X

02 Xy X X, > X, x;

0.3 P T T b2

04 > > >x X,

0.5 XX > >X, X,

0.6 X >X >X, >X, x,

0.7 XX XX X

0.8 Xy > X > X >, Xy

0.9 XX X >, %

1 Xy, > x> x5

From Table Ill, we conclude that the parameter 77 has a
very limited influence on the adjusted preferences, which
shows the stability of the alternatives ranking with the
proposed method.

VI. CONCLUSION

In this paper, we propose a consensus model based on the
considcration of tolerance degree of DMs, and two conscnsus
rules are considered: minimum distance between the original
and adjusted preferences, and minimum number of adjusted
preferences. Furthermore, the reliability degree detection of
adjusted preference is presented.

The main contributions in this paper are: First, a consensus
model based on the consideration of tolerance degree of DMs
is proposed, following two consensus rules: minimum
adjustment between original and adjusted preferences, and
minimum number of adjusted preferences. Sccond, we
provide a measurement of reliability degree of adjusted
preferences, then the TD2L expressions used for describing
the overall assessment arc presented. Third, a comparison rule

for TD2Ls is proposed. Finally, an illustrative example is
shown to certificate the effectiveness of the proposed method.

In the future, we plan to study the CRP with the
consideration of the reliability degree of adjusted preferences
in the large scale decision making problems [16, 17].

ACKNOWLEDGMENT

The work was supported by the grant (No. 61773123)
from National Nature Science Foundation of China, by the
Spanish National research project PGC2018-099402-B-100
and by the Postdoctoral fellow Ramon y Cajal (RYC-2017-
21978).

REFERENCES

[1] L.A. Zadeh, The concept of a linguistic variable and its application to
approximate reasoning—II1, Inf. Sci. 9(1) (1975) 43-80.

[2] F. Herrera, L. Martinez, A 2-tuple fuzzy linguistic representation model
for computing with words, IEEE Trans. Fuzzy Syst. 8(6) (2000) 746-752.
[3] O.8. A, M.N.A, B, W.H. A, LM. C, Cloud computing model selection
for e-commerce enterprises using a new 2-tuple fuzzy linguistic decision-
making method, Comput. Ind. Eng. 132 (2019} 47-58.

[4] L. Wang, Y. Wang, W. Pedrycz, Hesitant 2-tuple linguistic Bonferroni
opetators and their utilization in group decision making, Appl. Soft Comput.
77 (2019) 653-664.

[5] L. Zhang, Y. Wang, X. Zhao, A new emergency decision support
methodology based on multi-source knowledge in 2-tuple linguistic model,
Knowl.-Based Syst. 144 (2018) 77-87.

[6] H. Zhu, J.B. Zhao, Y. Xu, 2-dimension linguistic computational model
with 2-tuples for multi-attribute group decision making, Knowl.-Based Syst.
103 (2016) 132-142.

[7] X. Liu, Y.J. Xu, R. Montes, R.-X. Ding, F. Herrera, Alterative ranking-
based clustering and reliability index-based consensus reaching process for
hesitant fuzzy large scale group decision making, IEEE Trans. Fuzzy Syst.
27(1) (2019) 159-171.

[8] F.1. Cabrerizo, F. Chiclana, R, Al-Hmouz, A. Morfeq, A.S. Balamash, E.
Herrera-Viedma, Fuzzy decision making and consensus: challenges, J. Intell.
Fuzzy Syst. 29(3) (2015) 1109-1118.

[9] E. Herrera-Viedma, F. Javier Cabrerizo, J. Kacprzyk, W. Pedrycz, A
review of soft consensus models in a fuzzy environment, Inf. Fusion. 17
(2014) 4-13.

[10] S. Zadrozny, An approach to the consensus reaching support in fuzzy
environment, Consensus under fuzziness, Springer1 997, pp. 83-109.

[11] I. Palomares, F.J. Estrella, L. Martinez, F. Herrera, Consensus under a
fuzzy context: Taxonomy, analysis framework AFRYCA and experimental
case of study, Inf. Fusion. 20 (2014) 252-271.

[12] Y. Dong, Y. Xu, H. Li, B. Feng, The OWA-based consensus operator
under linguistic representation models using position indexes, Eur. I. Oper.
Res. 203(2) (2010) 455-463.

[13] B. Zhang, Y. Dong, Y. Xu, Multiple attribute consensus rules with
minimum adjustments to support consensus reaching, Knowl.-Based Syst. 67
(2014) 35-48.

[14] W.D. Zhu, G.Z. Zhou, S.L. Yang, An approach to group decision
making based on 2-dimension linguistic assessment information, Syst Eng
27(2) (2009) 113-118.

[15] Z.B. Wu, J.P. Xu, A consensus model for large-scale group decision
making with hesitant fuzzy information and changeable clusters, Inf. Fusion.
41 (2018) 217-231,

[16] R.M. Rodriguez, A. Labella, G. De Tré, L. Martinez, A large scale
consensus reaching process managing group hesitation, Knowl.-Based Syst.
159 (2018) 86-97.

[17] A. Labella, Y.Y. Liu, R.M. Rodriguez, L. Martinez, Analyzing the
performance of classical consensus models in large scale group decision
making: A comparative study, Appl. Soft Comput. 67 (2018) 677-690.

Authorized licensed use limited to: Fuzhou University. Downloaded on August 20,2021 at 07:32:39 UTC from |EEE Xplore. Restrictions apply.

AULIONZBU HCETNSEU USE NITHEU LOT FULN0U UNIVETSILY. LOWNIDAUed ON AUGUSL £U,2UZ 1 8L U7 3£4:58 U TG ITOHT IEEE APIOE. KESUICUONS dpply.



4.3. A CRP with minimum adjustment in GDM considering the tolerance of
102 DMs for changing their opinions




Chapter 5

Conclusions and Future Works

Chapter 5 concludes our research memory by revising the conclusions about the

main proposals and results obtained, and pointing out possible future works.

5.1 Conclusions

GDM is widely applied in real life to solve important and complicated problems in
a range of domains, such as emergency decision making [51, 71, 180], medical
service assessment [150, 179], the selection of supplier [16, 17, 48] etc. Since the
importance of GDM in selecting and evaluating the management and economic
issues, many models and approaches for GDM problems have been proposed [81,
103, 122, 152].

MAGDM involves that DMs provide evaluations regarding the performance of
the alternatives under multiple attributes [75]. With the increasing complexity of
the decision making environment and the limited DMs’ expressiveness, the
MAGDM based on linguistic assessment has attracted more attention [129, 132, 143,
196]. Considering the complexity and uniqueness of the linguistic expression, the
general MAGDM methods are not always suitable for linguistic MAGDM. Even
though, the existing research has achieved numerous and successful achievements
[27, 101, 188], but there are still many methods and theoretical systems

need to be improved. Besides, in some situations, the use of only one dimension to
103
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represent information by linguistic information is not enough to ensure the
accuracy of such information, the reliability of the assessment is also an important
factor to be considered. Therefore, the study of TD2L is necessary and meaningful.
Furthermore, several new methods need to be developed aiming at solving
MAGDM based on TD2L information.

Across our research we have obtained novel, remarkable and relevant results
regarding those challenges that not only fulfill the objectives indicated in Section
1.2, but also provide new views in the solving processes of MAGDM based on
TD2L labels and new research opportunities for the future.

Consequently, we should conclude from our research the following results:

1. In spite of the successful application of the two-dimension linguistic
information to deal with the representation and computation of two-
dimension linguistic labels, the analysis of the uncertainty of assessments
according to the second dimension information has not been explored.
Thus, a new representation model of TD2L from stochastic perspective has
been proposed. A corresponding rule from TD2L label to a stochastic
variable and its inverse have been presented, which is more suitable for
the computation of large scale GDM. And the comparison and similarity
measurement between two TD2L labels have been developed with the
consideration of the relative importance degree of the two dimensions of
information from the stochastic perspective, which has made that the

decision analysis provides more useful information.

2. The reliability of the initial assessment provided by DMs is usually
presented as two dimension linguistic information for MAGDM problems,
however, during the CRP, especially for automatic CRP, the reliability of
the adjusted preferences is often neglected. Based on this observation, a
two-stage minimum adjustment consensus model for large scale GDM
problems based on TD2L expressions with the consideration of reliability
degree of the adjusted preferences has been proposed, which not only
considers the minimum adjustment, but also minimizes the number of
adjusted preferences. And the relations between the total preference
adjustment and the reliability degree of the adjusted preferences have
been discussed. The proposed method has completed the two dimension

2-tuple linguistic approach for large scale GDM.
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3. The measurement of the reliability of the adjusted opinions can improve
the accuracy of the decision making with automatic CRPs. However, the
reliability is based on the reasonable tolerance of DMs on changing their
opinions. Therefore, the tolerance degree of the DMs is an important factor
to consider in advance during the CRP. The proposal of the new consensus
model based on the consideration of tolerance degree of DMs has
improved the MAGDM method with TD2L information based on

reliability measurement.

5.2 Future Works

Even though several methods, tools and approaches have been proposed in this
research, there are still challenges within GDM based on linguistic assessment and
the TD2L approach that should be further studied. In near future, we will focus on
the extension of the proposals presented and the development of solutions for new

problems:

1. Usually, it is considered that DMs are completely rational in most existing
researches, however, in real situation, DMs are bounded rational, and they
may feel uncomfortable when they are suggested to adjust their opinions
within a minor adjustment range, thus non-cooperative behavior could appear
in GDM. Therefore, the psychological behavior of DMs would be considered in

the future work.

2. For CRP in GDM, the minimum adjustment is often considered to make the
DMs” opinions changed, however, make DMs to change their opinions have
different levels of difficulty, the unit adjustment cost is almost defined under
the assumption that they are non-directional, in fact, the unit adjustment cost is
not always equal in upward and download adjustment directions [70].
Therefore, the determination of the unit adjustment cost is also needed to be
considered, especially for the symmetric unit cost, which is a puzzle for

minimum cost consensus model and is the next step worth thing about it.

3. As the linguistic term set for expressing the initial assessment is sometimes

unbalanced, the linguistic term for expressing the reliability of the adjusted
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opinions could be also unbalanced, how to design the representation and
computation model with the unbalanced reliability information will be studied

in the future.

5.3 Additional Publications

Regarding the diffusion of our scientific results, besides the publications included

in this memory, we highlight the following contributions:
» International Journals

- Z. L. Wang, Y. M. Wang. Prospect theory-based group decision-making
with stochastic uncertainty and 2-tuple aspirations under linguistic

assessments. Information Fusion, vol. 56, issue 1, pp. 81-92, 2020.

- Z.L.Wang, Y. M. Wang, L. Wang. Tri-level multi-attribute group decision
making based on regret theory in multi-granular linguistic contexts.

Journal of Intelligent & Fuzzy Systems, vol 35, issue 3, pp. 793-806, 2018.
> International Conferences

- Z.L. Wang, R. M. Rodriguez, Y. M. Wang, L. Martinez. A Novel Method
for Group Decision Making based on Two-dimensional 2-tuple Linguistic
from a Stochastic Perspective.

International Virtual Workshop on Business Analytics Eureka 2021 held in
Ciudad Juarez (México), 2-4 June 2021.




Appendix A

Resumen escrito en Espaiiol

Titulo de la tesis: Enfoque lingiiistico de dos dimensiones y 2 tupla para toma de

decision en grupo con miiltiples atributos bajo incertidumbre

Este apéndice incluye el titulo, indice, introduccién, resumen y conclusiones es-
critas en espafiol, como parte de los requisitos necesarios para obtener el doctorado
segun el articulo 23.2 del Reglamento de Estudios de Doctorado de la Universidad de
Jaén.

En primer lugar, se presenta el indice de lamemoria. A continuacion, se introduce
de forma breve la investigacion llevada cabo, indicando motivacion, objetivos y la
estructura de los capitulos que la componen. Seguidamente, se presenta un resumen
de la misma, para finalmente concluir con el apartado de conclusiones obtenidas y

trabajos futuros.
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A.1 Motivacion

La toma de decisiones en grupo (TDG) es una rama de la teoria de decisiones que
se ha aplicado ampliamente en escenarios del mundo real para resolver problemas
de decision importantes y complicados en una variedad de dominios, como salud
publica [5], proyectos de ingenieria civil [127] y politica exterior [8]. En los
problemas de TDG, los decisores suelen evaluar alternativas basadas en maltiples
atributos, lo que se conoce como un problema de toma de decisiones en grupo con
multiples atributos (TDGMA) [82]. Sin embargo, debido a la complejidad de
proporcionar las opiniones y la racionalidad limitada de los seres humanos, el uso
de términos lingtiisticos es mas intuitivo, flexible y cercano al lenguaje utilizado
por los seres humanos para evaluar los criterios en TDGMA que el uso de valores
numéricos. El concepto de variable lingtiistica fue introducido por Zadeh [206],
para modelar la incertidumbre de la informacién. Una variable lingtiistica es una
variable cuyos valores no son ntmeros sino palabras u oraciones en lenguaje
natural o artificial. Es una herramienta muy utilizada para resolver problemas de
TDGMA con informacion cualitativa. Por tanto, existen muchos enfoques de
TDGMA que utilizan variables lingtiisticas para modelar la incertidumbre [54, 109,
111,117, 177].

Para resolver un problema de TDGMA con informacién lingiiistica, es
necesario realizar procesos de computaciéon con palabras (CWW) [121, 208, 210]
(ver Figure A.1), que es una de las metodologias mas utilizadas en toma de
decisién lingtiistica.

Translacién

I
|
: |
| |
| |
1
| .
: | Produccién
> Manipulacion : >
: |
| |
| |
| |
| |
| |

Aporte

Lingtiistico ¢ Lingtiistico

Retranslacion

Figure A.1: Proceso de computacién con palabras
En los procesos de CWW en TDGMA, los resultados lingtiisticos se obtienen a
partir de entradas lingiiisticas, que son facilmente comprensibles y se representan
adecuadamente. En consecuencia, se han desarrollado varios modelos
computacionales lingtiisticos para llevar a cabo los procesos de CWW [3, 60, 61, 118,
172, 197]. Estos modelos siguen el esquema de computacion descrito por Yager [198,
199] que sefiala la importancia de los procesos de translacion y retranslacién en
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CWW. Sin embargo, existen algunas limitaciones cuando se realizan procesos de
fusion sobre variables lingtiisticas, segtin estos modelos originales. En estos
enfoques, los resultados no suelen coincidir exactamente con ninguno de los
términos lingtisticos iniciales, por lo que se debe desarrollar un proceso de
aproximacion para expresar el resultado en el dominio de la expresion inicial [63].
Esto produce la consiguiente pérdida de informacién y por ende la falta de
precision.

Para evitar tal inexactitud en el paso de retranslacion, se propuso el modelo
lingtiistico 2-tupla [60]. Una representacion lingtiistica de 2-tupla estd compuesta
por un término lingtiistico y un valor numérico llamado translacién simbélica que
representa el desplazamiento del término lingtiistico. Por tanto, evita la pérdida de
informacion y obtiene resultados més precisos e interpretables. Por ello, el modelo
lingtiistico 2-tupla destaca como uno de los més utilizados en toma de decisiones
[119, 142].

Ademas, se han propuesto varias extensiones del modelo lingtistico 2-tupla
para resolver problemas de TDGMA, como el modelo semantico de 2-tupla [1, 163,
164], el modelo lingiiistico multigranular de 2 tupla [38, 62, 197], el modelo
lingtiistico proporcional de 2-tupla [172, 173], modelo numérico escalar [34, 36, 37],
etc. Teniendo en cuenta la extensa y exitosa investigaciéon de modelos lingtiisticos
basados en 2-tupla, Martinez y Herrera [120] realizaron una revisién del estado del
arte de estos modelos. Los modelos lingtiisticos de 2-tupla se han utilizado con
éxito para obtener resultados precisos e interpretables, pero la fiabilidad de las
evaluaciones también es un tema importante para los decisores. Los modelos de
toma de decisiones existentes basados en informacién lingtiistica 2-tupla asumen
que todas las evaluaciones tienen el mismo nivel de confianza [112], lo que no es
realista en la préctica. Por tanto, Zhu et al. [225] propusieron el concepto de
informacion lingtiistica bidimensional, que incluye la informacién de fiabilidad de
las evaluaciones subjetivas. Posteriormente, se propuso el concepto de informacién
lingtiistica bidimensional de 2-tupla (LB2T) [224] combinando la expresion
lingtiistica de dos dimensiones y la informacién lingtiistica 2-tupla.

Evidentemente, la informacién expresada como LB2T es mds precisa y
razonable, porque la valoracién y la fiabilidad de la valoracién se proporcionan al
mismo tiempo. Debido a las ventajas de utilizar evaluaciones LB2T, se han
desarrollado diferentes enfoquespara resolver problemas de TDGMA con

evaluacion lingtiistica bidimensional [98, 99, 220], tales como:

—  Modelo de representacion de etiquetas LB2T. Generalmente, las etiquetas LB2T
se representan como un término lingtiistico binario [223]. Las dos clases de
informacion lingiiistica proceden de dos conjuntos de términos

lingtiisticos diferentes. El primer conjunto de términos lingtisticos
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representa las evaluaciones proporcionadas por los decisores y el segundo
conjunto de términos lingtiisticos representa la fiabilidad de la evaluacion
anterior, que también es informacién subjetiva proporcionada por los
decisores [202].

—  Operaciones y comparacion de etiquetas LB2T. Se han desarrollado diferentes
operadores para diferentes tipos de expresion lingtiistica bidimensional,
como los operadores de agregacion de informacion lingtiistica incierta
bidimensional [106, 110] utilizados para agregar las etiquetas lingtiisticas
bidimensionales bajo incertidumbre, operadores de agregacion
generalizados de potencia lingtiistica trapezoidal de dos dimensiones. Los
operadores de agregacion [99] se utilizan para agregar las etiquetas LB2T.
Ademas, las operaciones de comparacién entre LB2T se han desarrollado
sobre la base de las operaciones de comparaciéon tradicionales del modelo
lingtiistico 2-tupla [60], como el algebra de implicaciéon lingitiistica
bidimensional [224] que se utiliza para expresar y comparar las LB2Ts, la
notacion de expectativa de las LB2Ts [110] propuesta para comparar

variables lingiiisticas inciertas de dos dimensiones, etc.

- Métodos TDG basados en expresion LB2T. Dado que LB2T tiene ventajas
importantes en la expresion de informacién, su investigacién y aplicacion
combinadas con estos métodos clasicos de TDG han atraido la atencién de
los investigadores y se han extendido a varios métodos de TDG en el
entorno LB2T, como PROMETHEE [220], TODIM extendido [105], VIKOR-
QUALIFLEX extendido [98], modo de fallo y andlisis de efectos [104],
teoria prospectiva extendida-VIKOR [33], etc.

- Aplicacion de métodos TDG basados en etiquetas LB2T en la vida real. En
algunas situaciones reales, los términos lingtiisticos se han considerado el
modelo més adecuado para evaluar atributos, como la toma de decisiones
de emergencia [32, 33], la evaluacion de la calidad [97], la seleccion del
lugar para la construccién de una central eléctrica [185], la evaluacion de

riesgos [ 186], etc.

La investigacion en TDG muestra que es necesario un proceso de alcance de

consenso (PAC) para asegurar el acuerdo sobre los resultados de las decisiones en
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los problemas de TDG basados en informacion lingtiistica. Sin embargo, los PAC
generalmente exigen que las preferencias u opiniones iniciales se modifiquen si no
se satisface el nivel de consenso esperado durante el PAC. En esta situacion, vale la
pena pensar en la fiabilidad de las preferencias u opiniones modificadas.
Obviamente, los decisores podrian dar por adelantado la fiabilidad de sus
preferencias; sin embargo, esta fiabilidad deberia obtenerse de una forma de
medicién objetiva.

A pesar de que existen multiples modelos y enfoques que tratan los problemas
de TDGMA vy la informacién LB2T de manera conjunta, tanto en la teoria como en
la préctica, estos modelos y enfoques no son lo suficientemente buenos cuando se
aplican a problemas de TDGMA del mundo real en los que se aplican PAC. Asi, los
nuevos desafios que se describen a continuacién son las principales motivaciones

de esta memoria de investigacion:

- La agregacion de los LB2T en TDGMA: Agregar las opiniones modeladas
mediante LB2T de los decisores para clasificar u ordenar las alternativas, y
seleccionar la mejor opcién, es un proceso necesario. En los problemas de
TDGMA basados en etiquetas LB2T, las preferencias de los decisores
individuales deben agregarse de forma colectiva y bien estructurada para
tomar la decision final. La agregacion de los LB2T es de gran importancia
en TDGMA porque diferentes operadores de agregaciéon pueden conducir
a resultados diferentes. Sin embargo, interpretar y analizar las preferencias
de estos decisores es una tarea compleja. Y en los métodos existentes,
independientemente del operador de agregacion utilizado, la informacién
bidimensional de las etiquetas LB2T se toma por separado para su calculo
[99, 107, 110, 167, 200]. De hecho, cuando las evaluaciones no son
completamente fiables, se vuelven aleatorias, lo que significa que el valor
de la preferencia u opinién es muy incierto. Por lo tanto, un operador de
agregacion para agregar las etiquetas LB2T de una perspectiva estocéstica

parece adecuado.

- Medicion de la fiabilidad de la evaluacion LB2T modificada: Las etiquetas LB2T
expresan la valoracién y su fiabilidad y se han aplicado a muchos
problemas de TDGMA [32, 185, 186]. En un PAC, las etiquetas LB2T

iniciales se modifican y es necesario volver a calcular la fiabilidad de la




A. Resumen escrito en Espafiol 115

evaluacion modificada. La fiabilidad de la evaluacién inicial es subjetiva,
sin embargo, es necesaria una medicién objetiva para mejorar el uso de las
etiquetas LB2T en TDGMA.

—  Cilculo de los pesos de los decisores en problemas TDGMA: El calculo de la
importancia de los decisores se puede dividir en métodos subjetivos,
métodos objetivos y métodos que combinan los enfoques objetivo y
subjetivo [42, 178]. Los métodos que obtienen el peso subjetivo, como el
proceso de jerarquia analitica (analytic hierarchy process, AHP) [146] y los
métodos Delphi [73], asighan pesos a los decisores en funcion de
caracteristicas subjetivas como su formacion, nivel profesional y
experiencia con los problemas de toma de decisiones. Los métodos de
célculo del peso objetivo [85], como el peso obtenido de la entropia [46], la
técnica de orden de preferencia por similitud a una solucién ideal (the
order preference technique for similarity to an ideal solution, TOPSIS) [68]
y los métodos de proyeccion [204], etc., son algunos de los mds usados.
Los métodos mixtos (subjetivos y objetivos) para calcular los pesos de los
decisores combinan los pesos subjetivos y objetivos para obtener los pesos
de los decisores [116, 147, 176]. Cuando los pesos de los decisores no se
dan por adelantado, el método objetivo de calculo de las ponderaciones es
importante. Por tanto, es un desafio encontrar una forma maés eficaz y
adecuada de determinar los pesos de los decisores para los problemas de

TDGMA con evaluaciones lingtiisticas.

—  Clustering para manejar grandes grupos: Los métodos de clustering pueden
simplificar eficazmente el PAC cuando hay una gran cantidad de
decisores involucrados en el problema. Por tanto, es importante aplicar
clustering para resolver problemas de TDGMA. Muchos investigadores se
han centrado en el método de clustering utilizado, como el algoritmo de
clustering k-means [187], fuzzy c-means [151], clustering jerarquico [21],
etc. Usando un método de clustering, los decisores se pueden dividir en
varios grupos pequefios, por lo que las preferencias de los decisores tienen
mayor consistencia y menor grado de conflicto para cada grupo. Sin
embargo, los métodos de clustering existentes son complejos de aplicare

ignoran el grado de soporte en cada alternativa de diferentes decisores.
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Por lo tanto, es necesario desarrollar un nuevo método de clustering
basado en el grado de soporte de cada alternativa de los decisores para

obtener maés informaciéon durante el PAC.

- La consistencia y el consenso de las opiniones de los decisores: La consistencia y
el consenso son otros retos dignos de mencién en el proceso TDGMA. La
consistencia estd directamente relacionada con la credibilidad de los
resultados. El consenso, por otro lado, significa el acuerdo de los decisores
para aceptar los resultados del proceso. Durante el PAC, algunos decisores
no modifican sus opiniones, lo que podria suceder cuando no hay tiempo
suficiente para persuadirlos o cuando mantienen su grado de tolerancia.
Los decisores podrian aceptar modificar sus preferencias como maximo un
valor que esté dentro de su grado de tolerancia. Por lo tanto, es un reto
coordinar las preferencias de los decisores que no quieren modificar sus
preferencias y el proceso de feedback automatico con el grado de

aceptacion y tolerancia de la opinién modificada de los decisores.

En los problemas de TDGMA del mundo real, los retos encontrados si son
superados pueden hacer que los enfoques de TDGMA satisfagan mejor las
situaciones y necesidades en la toma de decisiones. Esta memoria de investigacién

se centra en estudiar en profundidad dichos retos y como superarlos.

A.2 Objetivos

Segun los retos sefialados anteriormente en los enfoques de TDGMA basados en
etiquetas LB2T, esta memoria de investigaciéon se centra en proponer nuevos
modelos que permitan hacer frente a los retos indicados.

En base a tal proposito, se consideran los siguientes tres objetivos de

investigacion:

1. Desarrollar un modelo computacional LB2T que considere la informaciéon de
dos dimensiones con etiquetas LB2T desde una perspectiva estocéstica y
permita comparar los modelos computacionales mediante un caso de estudio.
Ademas, se introduciran algunos nuevos operadores de agregacion y reglas de

comparacién para mejorar los estudios anteriores.
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2. Considerar el grado de fiabilidad de las preferencias modificadas durante el
PAC. En general, las preferencias iniciales las proporcionan los decisores
mediante términos lingiiisticos, y las preferencias modificadas se presentan
mediante un término lingtiistico o la extensiéon de un término lingtiistico, como
el valor lingtiistico 2-tupla. En cualquier caso, falta la informacién de fiabilidad
de las preferencias modificadas. Por tanto, es necesario otra dimensién de
informacion lingiiistica para representar la fiabilidad de las preferencias
modificadas. Considerando el ajuste minimo durante el PAC, se propone un
modelo de consenso de ajuste minimo de dos etapas basado en informacién
lingtiistica para mostrar la preferencia modificada obtenida y su fiabilidad.
Ademéds, se discuten las relaciones entre la fiabilidad de las preferencias

modificadas y la distancia entre la preferencia original y la modificada.

3. Definir un modelo de TDGMA en el que se manejen grandes grupos de
decisores y se considere el grado de tolerancia de los decisores al cambiar de
opinién. Ademas, se desarrollara un método de clustering basado en el grado
de soporte para clasificar a los decisores en varios subgrupos haciendo mas
manejable situaciones con gran cantidad de decisores. Se considerara el grado
de tolerancia de los decisores para mejorar la fiabilidad de las opiniones
modificadas, y se presentara un modelo de consenso de ajuste minimo con dos
reglas de consenso para mejorar gradualmente el nivel de consenso.
Eventualmente, las preferencias modificadas se modelaran con etiquetas LB2T.
Usando la forma de comparaciéon propuesta entre LB2T, se puede obtener un

ranking de alternativas.

A.3 Estructura

Para alcanzar los objetivos presentados en el apartado 1.2, y teniendo en cuenta el
articulo 23, punto 3, de la normativa vigente de Estudios de Doctorado en la
Universidad de Jaén, de acuerdo con el programa establecido en el RD 99/2011,

esta memoria de investigacion se presenta como un compendio de articulos

publicados por la estudiante de doctorado durante su periodo de doctorado.
Se han publicado dos articulos en revistas internacionales indexadas por la

base de datos JCR, producida por ISI y una contribucién en el congreso IEEE CIS
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International Conference on Fuzzy Systems 2020 (Clasificacion en la lista de
conferencias Core Ranking 2020 como CORE A). En resumen, el informe se
compone de un total de dos articulos que han sido publicados en revistas
internacionales de alta calidad (Q1) y una contribucién a la conferencia CORE A.

La estructura de esta memoria de investigacién se describe brevemente a

continuacion:

> Capitulo 2: Se revisan algunos conceptos bdsicos que se utilizan en la
memoria de investigaciéon para lograr nuestros objetivos, tales como
conceptos relacionados con la toma de decisiones, TDG, TDGMA,
TDGMA bajo incertidumbre, TDGMA basado en informacién lingiiistica.
Y se introducen brevemente los métodos y modelos que se utilizan en
nuestras propuestas, tales como, el enfoque lingtiistico difuso, el modelo
lingtiistico 2-tupla, la etiqueta lingtiistica 2-tupla de dos dimensiones,

proceso de consenso, el modelo de coste de ajuste minimo etc.

» Capitulo 3: Se introducen brevemente las propuestas publicadas que
componen la memoria de investigacion, ademads, se presenta una breve
discusion de los resultados obtenidos para esclarecer los logros alcanzados

en nuestra investigacion.

> Capitulo 4: Este capitulo es el ntcleo de esta tesis doctoral, ya que recoge
las publicaciones obtenidas como resultado de la investigaciéon. Para cada
publicacién se indica la revista en la que se ha publicado, asi como su

factor de impacto y cuartil.

» Capitulo 5: Se sefialan las conclusiones finales sobre esta investigacion y
posibles trabajos futuros.

A.4 Resumen

Los términos lingtiisticos son mds intuitivos y cercanos al lenguaje usado por los

seres humanos para representar las preferencias de los decisores que participan en

los problemas de TDGMA. Por tanto, se han investigado ampliamente los enfoques
de TDGMA que utilizan informacién lingiiistica. Las metodologias y modelos

existentes que manejan informacién lingtiistica no hubieran sido posibles sin
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metodologias para llevar a cabo los procesos de computaciéon con palabras [87, 209].
El modelo lingtiistico 2-tupla [60] fue introducido para evitar la pérdida de
informacién y obtener resultados mas interpretables y precisos durante los
procesos de computaciéon con palabras. Como consecuencia es uno de los modelos
computacionales lingtiisticos mas utilizados en TDGMA. Por lo tanto, una revisién
profunda en la literatura especializada muestra el rdpido crecimiento y
aplicabilidad del modelo de representacion lingiiistica de 2-tupla, que se ha
aplicado a distintos problemas del mundo real. Sin embargo, con el aumento de la
complejidad de los problemas de toma de decisiones, la informacién lingtiistica de
una dimensién no siempre es suficiente para que los decisores tomen decisiones
con precisién. Por lo tanto, se proponen etiquetas LB2T, que son una extension del
modelo lingtiistico 2-tupla [60]. Consecuentemente, en los dltimos afios se han
estudiado los enfoques correspondientes para resolver problemas TDGMA basados
en informacién LB2T. Sin embargo, todavia existen algunas limitaciones en los
estudios existentes, tales como, la precision del modelo computacional y la
agregacion de las etiquetas LB2T, el PAC durante la TDGMA teniendo en cuenta la
fiabilidad de las preferencias modificadas, el grado de tolerancia de los decisores
cuando se sugiere modificar las preferencias originales, etc. Para superar estos retos,

esta investigacion ha realizado las siguientes propuestas.

1. Se han presentado unas funciones para transformar una etiqueta LB2T en
una variable estocdstica y su inversa. Ademads, para la comparacién y la
medicién de la similitud entre dos etiquetas LB2T se han desarrollado
operadores teniendo en cuenta el grado de importancia relativa de las dos
dimensiones de la informacién. Es evidente que el nuevo modelo de
representaciéon y computacién de LB2T puede reflejar la influencia de la
informacion de la segunda dimension en los resultados de la decision final,
y también se han discutido el impacto de los diferentes métodos en los

resultados de la decision final.
2. Se ha propuesto un modelo de consenso de ajuste minimo en dos etapas,

que no solo considera el ajuste minimo, sino que también minimiza el
namero de preferencias modificadas. La primera etapa es maximizar la
mejora del nivel de consenso para cada par de alternativas con un ajuste

minimo. La segunda etapa es obtener las preferencias ajustadas con un
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determinado nivel de consenso en la primera etapa dentro de un ajuste
minimo. La informacién de la segunda dimensién se puede obtener a
través de un modelo matematico como la fiabilidad de las preferencias
modificadas, que evitan la subjetividad de la informacién lingtiistica. Se
construyen las relaciones entre el ajuste de preferencia total y el grado de
fiabilidad de las preferencias ajustadas, lo que mejora la precisiéon del

ranking de alternativas.

3. Se ha propuesto un modelo de consenso basado en la consideraciéon del
grado de tolerancia de los decisores, siguiendo dos reglas de consenso:
ajuste minimo entre preferencias originales y modificadas, y el nimero
minimo de preferencias modificadas. Mediante el uso de la funcién de
comparacién para LB2Ts, las expresiones LB2T utilizadas para describir la
evaluacion general brindan mas informacion para la toma de decisiones y

mejoran la fiabilidad del ranking de alternativas.

A.5 Conclusionesy Trabajos Futuros

El capitulo 5 concluye nuestra memoria de investigacion revisando las conclusiones
sobre las principales propuestas y resultados obtenidos, y sefialando posibles

trabajos futuros.

A.5.1 Conclusiones

La TDG se utiliza ampliamente en la vida real para resolver problemas importantes
y complicados en una variedad de dominios, como la toma de decisiones de
emergencia [51, 71, 180], la evaluacion de servicios médicos [150, 179], la selecciéon
de proveedores [16, 17, 48], etc. Dada la importancia de TDG en la selecciéon y
evaluacion de la gestiéon y los problemas econémicos, se han propuesto muchos
modelos y enfoques para los problemas de TDG [81, 103, 122, 152].

La TDGMA implica que los decisores proporcionan evaluaciones con respecto
al desempefio de las alternativas bajo multiples criterios [75]. Con el aumento de la
complejidad de los problemas de toma de decisiones y la limitaciéon de la expresion
de los decisores, la TDGMA basada en la evaluacion lingtiistica ha atraido mas

atencion [129, 132, 143, 196]. Teniendo en cuenta la complejidad y singularidad de
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la expresion lingiiistica, los métodos TDGMA generales no siempre son adecuados
para resolver problemas de TDGMA con informacién lingtiistica. A pesar de que la
investigacion existente ha obtenido numerosos logros [27, 101, 188], todavia hay
muchos métodos que deben mejorarse. Ademas, en algunas situaciones, el uso de
solo una dimension de la informacién lingtiistica no es suficiente para garantizar la
precisiéon de la informacion inicial, la fiabilidad de la evaluacién también es un
factor importante a considerar. Por tanto, el estudio de LB2T es necesario y
significativo. Ademds, es necesario desarrollar varios métodos nuevos con el
objetivo de resolver TDGMA basados en informacién LB2T.

A lo largo de nuestra memoria de investigacion hemos obtenido resultados
novedosos, destacables y relevantes respecto a aquellos retos que no solo cumplen
con los objetivos sefialados en el apartado 1.2, sino que también aportan nuevas
visiones en los procesos de resolucion de TDGMA basados en etiquetas LB2T y
nuevas oportunidades de investigacion para el futuro.

En consecuencia, debemos concluir de los resultados de nuestra investigacion

que:

1. A pesar de la aplicacion exitosa de la informacién lingtiistica
bidimensional mediante el modelo de representaciéon y computaciéon de
etiquetas lingtiisticas bidimensionales, no se habia explorado el analisis de
la incertidumbre de las evaluaciones segtn la informacién de la segunda
dimensién. Asi, se ha propuesto un nuevo modelo de representacion de
LB2T desde una perspectiva estocastica. Se han presentado funciones de
transformacion entreuna etiqueta LB2T y una variable estocastica y su
inversa, que es mas adecuada para el cdlculo de TDG a gran escala. La
comparaciéon y medida de similitud entre dos etiquetas LB2T se ha
desarrollado teniendo en cuenta el grado de importancia relativa de las
dos dimensiones de informaciéon desde la perspectiva estocastica, lo que

ha hecho que el andlisis de decisiones brinde informacién mas til.

2. La fiabilidad de la preferencia inicial proporcionada por los decisores
generalmente se presenta como informacién lingiiistica de dos
dimensiones para problemas TDGMA basados en informacién lingtiistica,
sin embargo, durante el PAC, especialmente para los PAC automaticos, la

fiabilidad de las preferencias modificadas a menudo se obvia. Con base a
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esta observacion, se ha propuesto un modelo de consenso de ajuste
minimo de dos etapas para problemas de TDG a gran escala basado en
expresiones LB2T con la consideracion del grado de fiabilidad de las
preferencias ajustadas, que no solo considera el ajuste minimo, sino que
también minimiza el nimero de preferencias ajustadas. Y se han discutido
las relaciones entre el ajuste de preferencia total y el grado de fiabilidad de
las preferencias modificadas. El método propuesto ha completado el
enfoque lingtiistico de dos dimensiones y 2-tupla para la TDG a gran

escala.

3. La medicién de la fiabilidad de las opiniones modificadas puede mejorar
la precision de la toma de decisiones con los PAC automaticos. Sin
embargo, la fiabilidad se basa en la tolerancia de los decisores al cambiar
sus opiniones. Por tanto, el grado de tolerancia de los decisores es un
factor importante a considerar de antemano durante el PAC. La propuesta
del nuevo modelo de consenso basado en el grado de tolerancia de los
decisores ha mejorado el método de TDGMA con informacién LB2T

basada en la medicién de fiabilidad.

A.5.2 Trabajos Futuros

Aunque se han propuesto varios métodos, herramientas y enfoques en esta
investigacion, todavia existen retos dentro de la TDG basados en la evaluacién
lingtiistica y el enfoque LB2T que deben estudiarse mas a fondo. En un futuro
proximo, nos centraremos en la extension de las propuestas presentadas y el

desarrollo de soluciones para nuevos problemas:

1. En la mayoria de los estudios existentes, los decisores se consideran
totalmente racionales, pero en la realidad, los no lo son ya que presentan
ciertas limitaciones respecto a su racionalidad a la hora de tomar
decisiones. Debido a esta racionalidad limitada algunos decisores pueden
no estar comodos cuando se les sugiere que ajusten sus opiniones en un
rango menor y limitado, por lo que se pueden producir comportamientos
no cooperativos en la TDG. . Esto nos lleva a la necesidad de estudiar y
considerar el comportamiento psicolégico de los decisores en nuestros

trabajos futuros.
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2. Para PAC en TDG, a menudo se considera el ajuste minimo para hacer que
las opiniones de los decisores cambien, sin embargo, hacer que los
decisores cambien sus opiniones tiene diferentes niveles de dificultad, el
coste de ajuste unitario estd definido bajo el supuesto de que no
esdireccional, de hecho, el coste de ajuste unitario no siempre es igual en
las direcciones de ajuste ascendente y descendente [71]. Por lo tanto,
también se debe considerar la determinacién del coste de ajuste unitario,
especialmente para el coste unitario simétrico, que es un reto a considerar

para el modelo de consenso de coste minimo.

3. Como el conjunto de términos lingtiisticos establecido para expresar la
evaluacién inicial a veces no estd balanceado, el conjunto de términos
lingtiisticos para expresar la fiabilidad de las opiniones modificadas
también podria ser no balanceado, por tanto, como disefiar el modelo de
representaciéon y computacion con la informacion de fiabilidad no

balanceada se estudiari en el futuro.
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