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Abstract
Recommender systems are currently a suitable alternative for providing easy and 
appropriate access to information for users in today’s digital information-over-
loaded world. However, an important drawback of these systems is the inconsist-
ent behavior of users in providing item preferences. To address this issue, several 
natural noise management (NNM) approaches have been proposed, which positively 
influence recommendation accuracy. However, a major limitation of such previous 
works is the disregarding of the time-related information coupled to the rating data 
in RSs. Based on this motivation, this paper proposes two novel methods, named 
SeqNNM and SeqNNM-p for NNM focused on an incremental, time-aware recom-
mender system scenario that has not yet been considered, by performing a classi-
fication-based NNM over specific preference sequences, driven by their associated 
timestamps. Such methods have been evaluated by simulating a real-time scenario 
and using metrics such as mean absolute error, root-mean-square error, precision, 
recall, NDCG, number of modified ratings, and running time. The obtained experi-
mental results show that in the used settings, it is possible to achieve better recom-
mendation accuracy with a low intrusion degree. Furthermore, the main innovation 
associated with the overall contribution is the screening of natural noise manage-
ment approaches to be used on specific preferences subsets, and not over the whole 
dataset as discussed by previous authors. These proposed approaches allow the use 
of natural noise management in large datasets, in which it would be very difficult to 
correct the entire data.
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1  Introduction

Recommender systems (RS) currently represent an appropriate solution for the 
problem associated with efficient information access in today’s digital world [4, 
32, 36, 84]. Specifically, collaborative filtering (CF) has been highlighted as a very 
appropriate paradigm to implement these systems because they are able to produce 
accurate recommendations requiring a minimum amount of information [24].

User-user collaborative filtering, as a pioneer recommendation approach, was ini-
tially introduced by Resnick et al. [65] as a way to predict the user’s preferences by 
using the information associated with similar peers associated with a community of 
people. Later, Sarwar et al. [71] extended the idea behind user similarity and defined 
item-item CF algorithms that are based on item-based similarities and outperform 
user-user methods in terms of accuracy and scalability [22]. Koren et al. [40] popu-
larized a new paradigm for CF, proposing dimensionality reduction methods that 
notably improve the performance of traditional methods. In addition, a lot of notable 
research has been developed in order to do a deeper exploration of user ratings to 
enhance the recommendation process [11, 20, 74, 77, 79, 81, 88, 90].

In this way, although the focus on recommender systems research began in the 
1990 s [66], it has been evolving across the time in a very active and prolific research 
field in which currently there are several hot topics such as the item recommendation 
from implicit feedback [64], the use of deep learning [92], the context-aware recom-
mendation [3], the group recommendation [51], the cross-domain recommendation 
[18], and the explainability [72], among other popular research efforts.

On the other hand, the preprocessing process of inconsistent user preferences 
in RS has also become an emerging field of study, mainly focused on movie rec-
ommendations [47, 59, 86]. Several authors have stated that user ratings in rec-
ommender systems are intrinsically inconsistent because of imperfect and even 
unintentional user behaviors while they express their preferences, limiting their 
performance with a magic barrier [69].

Extant research has provided different examples of the presence of natural 
noise in recommender systems:

•	 Amatriain et  al. [8] have suggested that preference values should not be 
regarded as ground-truth values because the rating gathering is a noisy pro-
cess.

•	 Pham and Jung [59] pointed out two probable causes for the presence of natural 
noise in recommender systems datasets, which are: (1) the fact that user prefer-
ences change across time, and (2) the users are imprecise when they provide rat-
ing values.

•	 Said et al. [69] and Kluver et al.  [35] have indicated that users’ imprecision 
can be caused by personal conditions, social influences, emotional states, or 
certain rating scales.

•	 Yera et al. [86] have presented an illustrative example of natural noise, where 
a low rating is considered noisy if the corresponding user usually evaluates 
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positively most of the items, and the associated item has been voted high by 
the majority of the items.

•	 Yera et  al. [85] also present an illustrative example of natural noise, where 
the noise degree of a rating is characterized by the number and weights of the 
identified user’s behaviors/regularities that the rating contradicts or does not 
verify. In this way, it is identified as noisy, a rating that causes the user to not 
follow a pattern/regularity with high support.

To overcome these issues, some works have been proposed in the last few years, 
focusing on detecting, removing, or correcting naturally noisy ratings by using their 
own rating information or information obtained from external sources [13, 47, 56, 
59, 86, 94]. In addition, there have been studies centered on detecting whole noisy-
but-non-malicious user profiles [44].

Previous research has focused on traditional evaluation setups that use ratings to 
create training and test sets and employ them to evaluate the accuracy of the cor-
responding method; in this scenario, these methods imply an improvement in the 
recommendation performance [27]. However, the data associated with a real-time 
recommender system do not match these settings. In the real-world scenario, prefer-
ences are incrementally entered, and therefore, rating sorting begins to play a rel-
evant role here [5, 16, 73]. Furthermore, the system must simultaneously capture 
this temporal information and provide user rating predictions. Then, the addition of 
natural noise management into this new scenario requires a solution to several limi-
tations that are connected with the application of the noise correction approach in 
RS datasets. Some of these limitations are: (1) to explore whether the application of 
natural noise management in some segment of recent data instead of the whole data-
set would be effective in improving accuracy; (2) to explore the magnitude of the 
associated improvement degree; (3) to identify how this accuracy could vary across 
different lengths of the rating sequences; and (4) to evaluate other important criteria 
in natural noise management, such as the intrusion level and the running time, for 
performing a trade-off with the accuracy, and therefore suggest conclusions in order 
to use the new approaches in real scenarios. This paper focuses on supporting these 
issues by exploring approaches for performing natural noise management in such 
time-related recommendation scenarios.

Specifically, the main novel contributions of this paper in relation to previous 
proposals and existing similar approaches are:

•	 The screening of the natural noise management process, tailored to an incremen-
tal, time-aware recommendation scenario.

•	 The development of a comparison protocol between the time-aware natural noise 
management and the traditional natural noise management approach without the 
time dimension.

•	 An extensive evaluation of the time-aware natural noise management perfor-
mance, using as new rating predictors in a natural noise management context, 
up to ten different state-of-the-art recommendation approaches. It includes (1) 
a clustering-based method [25], (2) a basic neighborhood-based method [65], 
(3) a neighborhood-based method including average deviation [65], (4) a neigh-
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borhood-based method that includes biased-based baselines modeling [65], (5) 
a method based on negative matrix factorization [48], (6) the Koren’s basic SVD 
approach [40], (7) the Koren’s SVD approach with temporal information [38], 
(8) the slope-one approach [43], (9) a baseline only approach predicting the 
biased-based baseline estimate for given user and item [38], and (10) a normal 
predictor based on the distribution of the training set, highlighted by Hug, [31].

•	 The overall evidence is that a natural noise management approach that incor-
porates time-related information and time windows is able to reduce the meth-
od’s intrusiveness, decrease the execution time, as well as lead to a similar or 
improved accuracy.

The paper is organized as follows. Section  2 presents previous studies related to 
recommender systems and natural noise management in collaborative recommenda-
tions and justifies the selection of a specific approach to be used as the base for the 
following sections. Section 3 describes new approaches for performing the natural 
noise management task in an incremental, time-aware movie recommendation sce-
nario. Section 4 plans and develops an experimental framework to evaluate the new 
NNM framework tailored to the time-related context. Finally, we present a final dis-
cussion about the obtained results. Section 5 concludes the paper.

2 � Preliminaries

In this section, we present the necessary background for easy following and under-
standing of our proposal. It includes some antecedents for movie recommender sys-
tems, for previous works about the management of natural noise or unintentional 
inconsistencies that users can introduce in RS, as well as a detailed reference to a 
pioneer work on natural noise management that will be used as the basis for the cur-
rent proposal.

2.1 � Antecedents on basic recommender systems

The movie recommendation domain boosted initially the development of modern 
recommender systems in the middle of the 1990 s [4, 65]. Two main recommenda-
tion paradigms have been modeled over the last 30 years for developing recommen-
dation tools:

•	 Content-based recommendation The basis of content-based recommendation is 
the use of movie attributes for composing the user and item profiles, consider-
ing the relationship between item attributes and the rating values provided by 
the users [4]. Then, several scoring approaches are employed to recommend the 
most appropriate movie profiles to each individual user. Some common movie 
attributes include genre, director, actors, country, year, or each movie’s associ-
ated tags [19, 58, 83]. In the last few years, several sophisticated approaches 
have been developed for building the aforementioned user and item profiles. It 
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includes the use of advanced machine learning algorithms, as well as the use of 
semantic tools such as ontologies [46, 74].

•	 Collaborative filtering-based recommendation In the case of collaborative filter-
ing, the working principle relies on crowd preferences to suggest movies for the 
active user. Specifically, it is based on the discovery, in an explicit or implicit 
way, of users’ rating patterns that are similar to those associated with the current 
user and uses their associated information for the recommendation generation 
[55]. Two large families of collaborative filtering approaches can be identified: 
(1) memory-based [55], focused on directly finding appropriate users’ neighbor-
hoods for the current user and using the preferences of such nearest neighbors 
for recommendation generation, and (2) model-based [40], focused on building 
intermediate models that comprise the preferences of the user’s crowd and can 
facilitate recommendation generation. Collaborative filtering approaches have 
been very popular in movie recommendation because they can provide accurate 
recommendations using only ratings and without any additional information, in 
contrast to content-based approaches that depend on item attributes for an appro-
priate performance [60].

Across these traditional approaches, in the last few years, movie recommendations 
have continuously been a relevant research topic. In this way, Deldjoo et  al. [21] 
model a new concept, titled Movie Genome, as a way of alleviating the new item 
cold start problem in movie recommendation and therefore improving the recom-
mendation accuracy. Kumar et  al. [41] introduce a movie recommender system 
using sentiment analysis from microblogging data, leveraging, in this way, the con-
tent-based recommendation paradigm. Widiyaningtyas et al. [80] explore advanced 
correlation-based similarities between the user profiles for introducing new algo-
rithms for movie recommendation focused on outperforming previous proposals. In 
a different direction, Chen et  al. [17] exploit users’ positive and negative profiles 
and relies on preferences over movies to compose a novel movie recommendation 
method.

Overall, while most of the available approaches in movie recommendation focus 
on improving recommendations through the proposal of more sophisticated recom-
mendation algorithms [26], the current paper follows an alternative research path. 
Specifically, it will focus on the improvement of recommendation accuracy sup-
ported by the management of natural noise [50, 85, 86] associated with user prefer-
ences and the use of time-related information.

The next subsection focuses briefly on the incorporation of time-related informa-
tion into recommender systems.

2.2 � Antecedent of time‑related information in recommender systems

The value of time-related information in recommender systems was early pointed 
out by Ding & Li, [23], when they presented several weighting approaches to the 
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basic memory-based collaborative filtering scenario, being used the time where the 
user’s opinion is provided as input for the weights’ calculation.

More recently, Campos et al. [12] present a large-scale survey on the use of time-
aware recommender systems, illustrating a taxonomy for classifying the developed 
works on the use of time as a contextual dimension in this scenario. They cover 
three main work categories: (1) continuous time-aware heuristic approaches, (2) cat-
egorical time-aware heuristic approaches, and (3) time-adaptive models.

[75] have also developed a survey in a similar direction, identifying several 
groups of research trends related to different challenges in the field, such as the 
following:

•	 Time-aware algorithms focused on modeling time as context. It includes time-
aware factorization and time-aware neighborhood models. In the context-aware 
framework, time features (day, day of the week, working/nonworking hours) 
were used in the prefiltering, postfiltering, and modeling stages. The main limi-
tation of this approach is related to the way in which the time variable is con-
sidered. It is only taken into account as one more variable of the problem, so 
traditional models are still applied. This modeling makes it especially complex 
to notice time series behavior of interest, such as concept drift [62], which can 
affect attributes such as user preferences, product popularity, or product charac-
teristics, among others.

•	 Time-dependent algorithms focused on using time as a sequence. This includes 
models that attempt to capture the phenomena related to modeling sequential 
temporal dynamics in recommender systems. Therefore, it deals with issues 
such as changes and fluctuations in user preferences and item popularity. Here 
[75] also considered time-dependent neighborhood models (usually imple-
mented through time decay function or sliding window algorithms) and time-
dependent factorization models. One of the potential pitfalls of this approach is 
the increased complexity of the proposed models compared to traditional mod-
els [34]. Such complexity leads to a significant increase in running time that is 
related to the temporal/sequential nature of the proposed processing.

Eventually, Vinagre et  al. [75] also point out the separate modeling of short-term 
and long-term preferences [67], or the bringing to this context of algorithms for-
merly focused on processing high-speed data streams [45].

More recently, Rabiu et al. [63] presented an updated survey of temporal (time-
related) models in recommender systems built on the same framework of Vinagre 
et  al. [75]. Here, the authors suggest the necessity of incorporating change point 
detection methods across user preferences to improve the exploitation of the tempo-
ral dimension, adding time-related deep learning-based methods in this context, and 
working toward a tailored evaluation strategy for this scenario.

In the last few years, the research line around time-related recommendations has 
been linked with the topic of sequential recommendation. Quadrana et al. [61] for-
malize the input of the sequence-aware recommendation problem as an ordered and 
often timestamped list of past user actions. Furthermore, recently several authors 
have also introduced several machine learning-related approaches to this research 
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framework, such as contrastive learning [15], self-attentive neural architectures [93], 
or knowledge-graphs [30].

In summary, the brief research literature presented in this section suggests that the 
use of time-related information has been a research goal of the research community. 
However, it is also important to point out that most of the developed approaches are 
centered on proposing algorithms directly focused on improving the recommenda-
tion performance. It is relevant that there is a lack of work systematically focused on 
the use of time-related information in RS tasks such as the data preprocessing [7] or 
the natural noise management [50], according to recent reviews in this field, already 
referred [61, 75]. This study aims to fill this gap by proposing a time-related natural 
noise management framework for a movie recommendation scenario.

The next section provides an overview of natural noise management approaches 
in RS, which is necessary for the introduction of the methods presented in this paper.

2.3 � Related works on natural noise management in RS

The preprocessing of inconsistent user preferences, so-called natural noise, is a rela-
tively new research field in CFRS. In this case, we referred to the inconsistencies 
unintentionally introduced by users due to factors like the change of taste over time, 
personal conditions, inconsistent rating strategies, or social influences, which, there-
fore, cause the appearance of a “magic barrier” that affects performance [69]; and 
excluded those inconsistencies deliberately inserted by some users to bias the behav-
ior of the system [28, 53]. This second kind of inconsistency, also known as mali-
cious noise, is out of the scope of this paper.

The related literature has identified several examples of the consequences of natu-
ral noise on the user experience and the system’s performance. Being rating gather-
ing a noisy process [8], it is possible that a user could provide a 5-star noisy rating 
to some item that does not deserve due to lack of attention implying the subsequent, 
erroneous recommendation, of items linked to the rated one. Furthermore, the cur-
rent preference over some items, e.g., movies, could be conditioned by issues such 
as the release date, the advertising associated with the actors, directors, or the movie 
itself [59]. Therefore, items preferred by some users in the past could not be pre-
ferred at present; conversely, some items disliked in the past could be loved now. 
Additionally, information from social networks could temporally condition the val-
ues of the ratings provided by the user [69]. For example, a 5-star item could be 
voted with two stars if the user reads negative comments about this item. In a differ-
ent direction, the variation across diverse rating scales in preference gathering sys-
tems, such as [0, 5] or [0, 10], creates confusion in the users and then leads to the 
introduction of natural noise.

The presence of noisy ratings that contradict the common behaviors or regulari-
ties of the users [85] would then imply a negative impact on the recommendation 
accuracy, taking into account that most of the recommendation approaches are built 
over the identification of common users’ behaviors.

O’Mahony et al. [56] introduced the first study that uses the term “natural noise.” 
Here, the authors focus on identifying whether a rating is noise-free or contains 
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natural noise. For this purpose, they determine the consistency between the original 
rating value and a new value predicted through a recommendation algorithm for the 
same user-item pair. Amatriain et al. [8] also consider that the characterization of 
natural noise is a key element in the RS research field. Initially, they analyze the 
response provided by traditional recommendation methods in natural noise condi-
tions using data obtained in three different moments: the second one 24 h after the 
first one and the third one at least 15 days after the third one. This analysis shows 
that the error prediction considerably varies for each case. Then, the core of the work 
proposes a user-dependent procedure to remove these inconsistencies by assuming 
that there are several available ratings associated with the same user about the same 
item (one rating and several re-ratings). Pham & Jung [59] have proposed a prefer-
ence-based approach for rating correction in RS. This proposal focuses on the use 
of item attributes to represent user preferences and the detection and correction of 
ratings that do not match the corresponding user preference models. Eventually, Li 
et al. [44] also presented a method for the inconsistencies handling in CF datasets. 
In this case, their method works at the user level, detecting noisy but non-malicious 
users whose preferences can affect the recommendation accuracy. Specifically, the 
proposal assumes that the ratings provided by the same user on closely correlated 
items should have similar scores. Then, it captures and accumulates the user’s con-
tradictions and uses them to remove the top noisy profiles. This removal implies an 
improvement in the recommendation’s accuracy.

More recently, keeping in mind the same goal, the degree of user coherence in RS 
datasets has been measured using item attributes (e.g., directors, actors), showing 
that the recommendation accuracy is improved when the users with a lower coher-
ence are discarded [10]. This work is continued by Yu et al. [91], proposing a cor-
rection approach for the preferences associated with such low-coherence users. In 
parallel, Saia et  al. [68] presented an approach that uses semantic information to 
remove incoherent items from user profiles in recommendation scenarios. On the 
other hand, Yera et  al. [86] and Castro et  al. [13] proposed a natural noise man-
agement method for collaborative RS based on a correction paradigm. In contrast 
to previous studies, it does not depend on additional information beyond the rating 
matrix, like item attributes or user feedback. In this case, the method uses a previous 
classification approach to characterize user and item behavior and detects anoma-
lous ratings based on this classification. Finally, for these tagged ratings, a correc-
tion process is performed by calculating a new rating value for the same user-item 
pair using the remaining ratings and a traditional CF technique. In particular, cor-
rections are made if the difference between the old and new ratings is higher than 
the threshold. In this case, the predictor used to calculate such ratings was Resnick’s 
user-based CF method with Pearson’s similarity (UserKNNPearson) [65].

Over the last few years, several authors have extended the pioneering work 
developed by Yera et  al. [86], being enriched with further computational intel-
ligence techniques and extending the initial ideas. In this way, Zhu et  al. [94] 
take advantage of the correlations between the entropy of the rating data and the 
prediction uncertainty in terms of evaluation metrics and develops a new denois-
ing algorithm based on fuzzy clustering. The authors assume that the recommen-
dation accuracy is specific to natural noise and that the entropy of an individual 
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rating dataset indicates the uncertainty derived from noisy data. Furthermore, 
the fuzzy C-means algorithm is used for noisy rating verification. Recently, Luo 
et  al. [47] presented a new approach for natural noise management in recom-
mender systems that detects natural noise according to the inconsistency between 
rating behaviors and users’ and items’ categories in a similar way to Yera et al. 
[86]. Furthermore, the authors consider the probability that each user belongs to 
each subcategory and correct the natural noise with threshold values weighted by 
probabilities.

In parallel, Wang et al. [76] follow the same scheme and proposes an approach 
that employs fuzzy theory to handle natural noise in RS by classifying ratings 
into three fuzzy categories characterized by variable boundaries. Subsequently, 
fuzzy profiles of users and items are constructed to effectively identify natural 
noise within the ratings. Upon detecting noisy ratings, the authors employ the 
Maximum Membership Principle to replace them with rating threshold values. 
Also, Bag et  al. [9] re-classify users and items of a system into three classes, 
namely strong, average, and weak, to identify and correct noise ratings. Subse-
quently, this study integrates the Bhattacharya coefficient, a well-performing sim-
ilarity measure for a sparse dataset, with the proposed reclassification method to 
predict unrated items from the obtained noise-free sparse dataset and recommend 
preferred products to consumers. In addition, deep learning-based architectures 
have also been used for natural noise management in RS. Recently, Park et  al. 
[57] proposed an autoencoder-based recommender system for exploiting the abil-
ity of both anomaly detection and CF. The proposed system detects natural noise 
in the rating data based on reconstruction errors after training. By removing the 

Table 1   Comparative analysis 
of existing approaches

Approach Avoid 
loss of
information

Does not use 
additional
information

Considers a 
time-related
context

Tailored 
to a group
scenario

[56] – ✓ – –
[8] ✓ – – –
[59] ✓ – – –
[44] – ✓ – –
[10] ✓ – – –
[86] ✓ ✓ – –
[91] ✓ – – –
[68] ✓ – – –
[13] ✓ ✓ – ✓

[94] ✓ ✓ – –
[9] ✓ ✓ – –
[85] ✓ ✓ – –
[76] ✓ ✓ – –
[47] ✓ ✓ – –
[57] – ✓ – –
This work ✓ ✓ ✓ –
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detected natural noise, the collaborative filtering approach can predict the unrated 
ratings using noise-free data.

Table 1 summarizes the described methods in terms of four main features:

•	 Avoid loss of information: It refers to the fact of avoiding the removal of user 
preferences across the natural noise management approach.

•	 Does not use additional information: It refers to the performance of the noise 
management without the dependency on information beyond the user preference 
values. Examples of this additional information could be item attributes or tags.

•	 Considers a time-related context: It refers to the use of rating timestamps or sim-
ilar time-related variables in the developed models.

•	 Tailored to a group scenario: It refers to natural noise management models spe-
cifically conceived or evaluated in group recommendation scenarios.

Works like [56] and [44], even though they do not depend on additional informa-
tion beyond the rating values, remove important information from the dataset. Other 
research like the developed by Pham & Jung, [59], Amatriain et al. [8], Bellogíín 
et al. [10], Yu et al. [91], and Saia et al. [68], although focusing on rating correction 
and therefore does not imply information loss, also depend on additional informa-
tion beyond the rating matrix and therefore could be difficult to apply in some sce-
narios. Eventually, Yera et al. [85] introduce a regularity-based correction approach 
that does not depend on additional information but requires the discovery of inter-
mediate knowledge in terms of association rules, which could be difficult to general-
ize in some scenarios.

In contrast to the abovementioned works, the previous classification-based 
approach developed by Yera et al. [86] and Castro et al. [13], also featured recently 
by Bag et  al. [9] and Luo et  al. [47], correct ratings, does not remove important 
information from the dataset, and does not depend on additional information such 
as item attributes. In this way, while most of the considered approaches are centered 
on individual recommendation, Castro et al. [13] have introduced natural noise man-
agement in group recommender systems.

Therefore, considering the advantages of the previous classification-based 
approach for natural noise management [86], as well as its increasing popularity 
according to recent works that have continued this approach [9, 47] (see Table 1), 
the rest of the paper will take the pioneering previous classification-based approach 
[86], as the base for the current proposal. As presented in Table 1, the current pro-
posal provides a novel feature in managing a time-related context, which contrasts 
previous approaches that do not consider it. We leave to future work the tailoring to 
a group recommendation scenario.

2.4 � The classification‑based approach for natural noise management in RS

The classification-based approach for natural noise management in RS (Fig. 1) was 
proposed as a way to perform this task without using additional information beyond 
the user ratings [86].



1 3

Natural noise management in collaborative recommender systems…

This approach comprises two main stages: (1) the detection of possible noisy rat-
ings, and (2) the correction of noisy ratings.

The first stage performs a classification of users and items based on a direct 
inspection of their ratings, to identify tendencies to have low, medium, or high pref-
erences. Overall, the ratings that do not match those well-identified tendencies are 
considered as possible noisy. This is the underlying technique behind this stage.

Specifically, each user, item, and rating are, respectively, classified into three pos-
sible classes, which are presented in Table 2. Specifically, it focuses on classifying 
users in the classes benevolent, average, critical, or variable; and items in the classes 
strongly preferred, averagely preferred, weakly preferred, or variably preferred. Var-
iable and variably preferred classes are used, respectively, for users and items that 
can not be classified into specific classes. Besides, ratings can be classified as weak, 
average, or strong, depending on two thresholds. Algorithm 3 (included in Appen-
dix A) shows the pseudocode of this process also included in our new proposals. 
Moreover, the proposal considers three groups that establish matching among user, 
item, and rating classes. The proposed method assumes that for a certain rating, if its 
user and item classes belong to the same group (different from the variable class), 

Fig. 1   Global scheme of the previous classification-based approach for natural noise management

Table 2   Group of homologous 
classes

User class Item class Rating class

Group 1 Critical Weakly preferred Weak
Group 2 Average Averagely preferred Average
Group 3 Benevolent Strongly preferred Strong
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then the rating should belong to the corresponding rating class in the same group. 
Otherwise, the rating should be classified as a possible inconsistency.

Table 3 presents criteria for classifying users and items using such rating clas-
sification. In the case of users, it assumes that for each user u the sets |Wu| , |Au| and 
|Su| are the respective sets of weak, average, and strong ratings. Regarding the pro-
portion of ratings in each class, the user is classified as critical, benevolent, or aver-
age, and those users who have a similar proportion of the three kinds of ratings are 
classified as variable users. In the case of items, it follows a very similar approach 
in relation to users but considers all the ratings associated with the item (see also 
Table 3). Here, sets |Wi| , |Ai| , and |Si| are used as the respective weakly preferred, 
averagely preferred, and strongly preferred ratings for item i.

The second stage of the proposal is focused on correcting the ratings identified as 
possible inconsistencies, obtained in the previous stage. Specifically, a new rating 
value is predicted for each user-item pair associated with the possible noisy rating 
previously detected. This stage then uses an underlying rating prediction algorithm, 
which is the well-known Resnick’s user-based method with Pearson’s similarity 
(UserKNNPearson) [65], as the former collaborative filtering approach. In each 
case, if the original rating is sufficiently different from the predicted value, the old 
rating is replaced with the new one. In the proposal, the difference threshold was set 
to � = 1 , as this value tends to be the minimum step between two ratings in recom-
mendation scenarios. Algorithm  4 (included in Appendix  A) presents this proce-
dure, which is included in our new proposals.

As presented in this section, several authors have pointed out that user prefer-
ences evolve over time and that taking this issue into account leads to performance 
improvement in RS models [15, 30, 75]. It is then necessary to explore how the use 
of time-related information affects the behavior of this natural noise management 
model, which has already been justified. Therefore, two new proposals for perform-
ing natural noise management in an incremental, time-related recommendation sce-
nario are presented in the next section.

Table 3   Classes definition

User classes Definition

Critical |Wu| > |Au| + |Su|
Average |Au| > |Wu| + |Su|
Benevolent |Su| > |Wu| + |Au|

Item classes Definition

Weakly preferred |Wi| > |Ai| + |Si|
Averagely preferred |Ai| > |Wi| + |Si|
Strongly preferred |Si| > |Wi| + |Ai|
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3 � Correcting noisy ratings in a time‑aware recommendation scenario

The recommendation tasks are intrinsically incremental, taking into account that 
the ratings stored behind a CF recommender system are provided by users who 
simultaneously request suggestions from the system itself. However, as presented 
in the Introduction section, the use of natural noise management approaches to 
this incremental scenario brings new issues that have not yet been regarded, and 
to the best of our knowledge, no previous studies have focused on solving this 
task. Typical natural noise management methods receive as input a set of ratings 
and optionally additional information about them and return as output the cor-
rected set. Under these circumstances, its deployment in an incremental, time-
aware scenario faces troubles like the selection of the ratings set to be corrected 
across time and the selection of the data that must be considered for the cor-
rection process. Taking into account the relevancy of the time dimension and 
sequential recommendation context as research trends, it is necessary to tailor 
formerly developed natural noise management models to these new requirements 
and scenarios. Therefore, the goal of the current study is to screen new models 
for the natural noise management process contextualized to an incremental, time-
related recommendation scenario.

These models use as underlying algorithms the approach for identifying pos-
sibly noisy ratings and the approach for correcting noisy ratings. Both algorithms, 
formerly proposed by Yera et  al. [86], have been discussed in Sect.  2.4 and 
detailed in Algorithms 3 and 4

Furthermore, this work developed a comprehensive experimental procedure 
over several recommendation approaches, with a higher, more general magnitude 

Fig. 2   Overview for the approach for natural noise correction in a sequential scenario
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in relation to the previously referred works on natural noise management. Specifi-
cally, the current research work will then screen two frameworks for natural noise 
management in recommender systems, where it is assumed a sequential gathering 
of the rating data, which is the real context of a deployed recommender system. 
The next sections describe these approaches.

3.1 � Sequential natural noise management in collaborative filtering

In the first stage, we propose a framework, named SeqNNM, that considers the con-
tinuous gathering of sequential rating data by RS. Figure  2 illustrates this frame-
work. Herein, it is assumed that a set of rating sequences s1, s2, ..., sk, ..., sn is contin-
uously gathered by the system. Each newly gathered sk is first added to the main RS 
dataset R. Then, the R + sk dataset is corrected through the mentioned natural noise 
management approach. From the identification of noisy ratings, following Algo-
rithm  3, and the subsequent prediction of corrected ratings, following the guide-
lines in Algorithm 4, a processed dataset is finally obtained with the noise corrected 
based on the available data up to that moment. The sequential processing of data 
in specific time steps is the main innovation of this proposal. After that, the data 
reached as output by the NNM approach started to be used as the main data of the 
recommender system for both the main recommendation generation process and for 
the subsequent runs of the NNM process. This procedure processes multiple times 
all the available data, so it is able to correct a large amount of noise through further 
intrusion into the original data. Algorithm 1 presents an overview of this framework.
Algorithm 1   Pseudocode for the incremental time-aware natural noise management 
proposal. seq method.
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3.2 � Sequential natural noise management in collaborative filtering covering 
the last p rating sequences

The framework for sequential natural noise management presented in the previ-
ous subsection has a shortcoming of the high volume of data that is used for natu-
ral noise management across the processing of each new sequence, which could 
affect the time performance of the proposal. To alleviate this drawback, we pro-
pose an alternative approach, named SeqNNM-p, in which instead of correcting 
all data every time that a new rating sequence is processed, it would be corrected 
only the last p sequences of the most recent ratings in the dataset. This approach 
significantly limits the data to be processed in each iteration, considerably reduc-
ing the final running time and the intrusiveness of the original proposal since the 
number of instances identified as noise is reduced with a shorter time horizon.

Fig. 3   Overview on an improved approach for natural noise correction in a sequential scenario, consider-
ing the correction of the last k sequences
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Figure  3 illustrates this approach. Here, once the new rating sequence sk is 
gathered, a temporal dataset T containing such a sequence, as well as previous 
ones. The natural noise management used as the starting point for these models 
(Sect. 2.4) is applied over this temporal dataset T, and at the last stage, the values 
of the modified ratings in T are updated in the original dataset R used for recom-
mendation generation. Algorithm 2 screens this approach.

Algorithm  2   Pseudocode for the incremental time-aware natural noise man-
agement proposal, considering the correction of the last k sequences. seqk 
method.

Overall, the computational cost of both approaches presented in this section 
depends on two main factors: (1) the cost of the classification-based approach for 
natural noise management, which is used at the initial step in both approaches, and 
(2) the cost of the inner approaches for rating prediction. In the first case, consider-
ing that full inspection of the rating matrix is necessary, the theoretical cost would 
be O(|U| ∗ |I|) , where U and I are the sets of users and items. However, due to the 
sparsity of RS datasets, this matrix can be quickly inspected. In the second case, 
the complexity of the different rating prediction methods varies from methods with 
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constant time to methods with higher complexity. Moreover, in the experimental 
section, it will be proved that, in practice, the approach is able to correct several 
ratings in a short period. In addition, it will be proved how the considered length of 
the sequence can manage such execution time while maintaining positive values in 
terms of accuracy for almost all the evaluated settings.

4 � Experiments and results

This section executes an evaluation process to measure the impact of the proposed 
alternatives to natural noise management in an incremental time-aware recommen-
dation scenario. We assume two main criteria for the performance evaluation: rec-
ommendation accuracy after the execution of the correction method in the data and 
the amount of rating modified by the correction process. With this aim, we initially 
discuss the experimental setup and then present and analyze the obtained experi-
mental findings.

4.1 � Evaluation protocol

In this study, we evaluated how our natural noise preprocessing approach increases 
data quality, thereby affecting recommendation accuracy. Therefore, we will com-
pare the results provided by our sequential approach versus two different cases: the 
case of not applying natural noise methods and the case of applying the natural noise 
method identified as baseline [86], but without considering the sequential nature. 
After applying the selected natural noise method, the recommendation results were 
evaluated using a fivefold cross-validation approach.

It is important to highlight that the same rating prediction model is used for both 
the preprocessing natural noise step and the final recommendation. The next subsec-
tion further details the prediction models used to evaluate the natural noise manage-
ment schemes proposed here. For the sequential proposal, it is necessary to simulate 
a real-world environment. Specifically, the initial training dataset will comprise data 
for the first ten weeks of the time frame linked to the dataset used in the experi-
ments. The natural noise process is then performed over the entire dataset, adding 
the next week’s information in a sequential manner.

4.2 � Models

In order to obtain robust results and to serve as a comparative basis for the state 
of the art, all prediction models included in the Python Surprise package [31] have 
been included in the experimentation. The selected models are included in Table 4. 
It is important to note that each model uses the default configuration set in Surprise.

The approaches proposed in this work, SeqNNM and SeqNNM-p, are identified 
for simplicity by seq and seqk, respectively, in the experimentation carried out.
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4.3 � Datasets and evaluation metrics

Our evaluation protocol selects two different versions of the Movielens dataset [29], 
which is a popular one in the RS field and additionally has a timestamp for each 
rating. First, MovieLens100k contains 100,000 movie ratings associated with 943 
users, about 1682 items, where each rating belongs to the range [1, 5]. Second, the 
last 1 million instances of the MovieLens25M dataset, which contains 1,000,000 
movie ratings associated with 8715 users, about 5667 items, where each rating is in 
the range [1, 5]. It is important to highlight that these datasets have been considered 
state-of-the-art datasets in recommender systems and are currently used by several 
research works [1, 2, 42, 54].

To evaluate the performance of the proposals, we perform a fivefold cross-
validation approach, where 80% of the samples compose the training set and the 
remaining 20% the test set and measure the recommendation accuracy through 
widely used metrics such as the mean absolute error (MAE), the root-mean-
square error (RMSE), normalized discounted cumulative gain (NDCG) [78], pre-
cision, recall, and F1-Score (F1). The NDCG metric  [33] relies on discounted 
cumulative gain (DCG) and it is grounded in the assumption that highly relevant 
items appearing toward the end of a search result list should be penalized. This 
is because the graded relevance value diminishes logarithmically in proportion to 
the position of the result. The formalization of DCG is as follows:

where recomu,k ∈ I is the item recommended to user u in k position.
To calculate NDCG, the DCG value needs to be normalized by dividing it 

by the maximum achievable DCG value, known as DCGperfect  [33]. DCGperfect 

(1)DCGu =

N∑

k=1

ru,recomu,k

log2 (k + 1)

Table 4   Recommendation 
algorithms used

Model Reference

BaselineOnly [39]
CoClustering [25]
KNNBaseline [39]
KNNBasic A basic collaborative filtering algorithm [65]
KNNWithMeans A basic collaborative filtering algorithm, 

taking into account the mean ratings of 
each user [65]

NMF [49]
NormalPredictor Algorithm predicting a random rating based 

on the distribution of the training set, 
which is assumed to be normal

SVD [70]
SVD++ [37, 70]
SlopeOne [43]
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represents an ideal recommendation list where the most preferred items are 
ranked at the top. The NDCG values for each user are computed as follows:

As a final step, the NDCG values associated with individual users are averaged to 
derive the final reported NDCG value. Additionally, we extract the number of modi-
fied values through the natural noise correction process and the running time of the 
complete experimentation. The definition of the most known performance measures 
used is included in Table 5.

The intrusiveness of the studied models is another important parameter to be 
analyzed and is evaluated through the number of values modified by the applied 
natural noise techniques. In this scenario, a greater number of modified values 
indicate greater intrusiveness of the method.

Finally, the running time of each proposal is recorded to evaluate its scalability.

4.4 � Experimental results

In this section, we present the experimental findings for the specified protocol. To 
facilitate the reading of this work, we have included a graphical analysis of the most 
relevant performance metrics of the obtained results. Furthermore, the tables with 
numerical results present all the metrics included in Sect. 4.3 for the results associ-
ated with the models proposed in Sect. 4.2.

4.4.1 � MovieLens 100k dataset

The results included in Table 6 show a robust improvement in the recommendation 
performance when we apply traditional or sequenced natural noise corrections. In 
the same way, for each recommendation method, the proposed sequential natural 
noise correction process (seq) obtains the best results in most cases. The Baseline-
Only method combined with the proposed sequential natural noise process obtained 
the best results in RMSE, MAE, and precision metrics. The KNNBasic method 
obtains the best results in Recall and F1-score metrics, but these results are not very 

(2)NDCG =
DCG

DCGperfect

Table 5   Performance measures 
used for evaluating the 
recommendation accuracy

Performance measure Definition

MAE 1

�Rtest �
∑

rui∈Rtest
�pui − rui�

RMSE
�

∑
rui∈Rtest

(pui−rui)
2

�Rtest �

Precision TP

TP+FP

Recall TP

TP+FN

F1-Score 2∗Precision∗Recall

Precision+Recall
=

2∗TP

2∗TP+FP+FN
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Table 6   Results obtained for MovieLens 100k dataset: no natural noise method (no), baseline natural 
noise proposal (nn), the sequential proposal (seq), and the sequential method considering the last k rating 
sequences (seqk)

Models Natural 
Noise
Approach

RMSE MAE NDCG Preci-
sion

Recall F1 Modified
Ratings

Running 
Time
(secs)

Baseli-
neOnly

no 0.94397 0.74837 0.91373 0.69851 0.54736 0.61375 0 5.42

Baseli-
neOnly

nn 0.73562 0.56683 0.94282 0.74252 0.5931 0.65943 14527 82.9

Baseli-
neOnly

seq 0.69145 0.52756 0.94781 0.74274 0.60026 0.66393 18801 823.75

Baseli-
neOnly

seqk7 0.82979 0.63833 0.92695 0.71381 0.56736 0.6322 12639 22.04

Baseli-
neOnly

seqk9 0.81738 0.62711 0.92944 0.71457 0.56816 0.63299 13636 26.07

Baseli-
neOnly

seqk11 0.80611 0.61738 0.93161 0.7148 0.56906 0.63363 14538 29.55

CoClus-
tering

no 0.96511 0.75564 0.91146 0.67569 0.52317 0.58971 0 14.39

CoClus-
tering

nn 0.7839 0.59991 0.93614 0.71232 0.54387 0.61676 12128 95.89

CoClus-
tering

seq 0.73695 0.55406 0.94128 0.70904 0.54747 0.61784 17336 930.93

CoClus-
tering

seqk7 0.85769 0.65025 0.92227 0.69189 0.53694 0.60463 12639 36.38

CoClus-
tering

seqk9 0.84457 0.63813 0.92599 0.6917 0.5391 0.60592 13636 40.77

CoClus-
tering

seqk11 0.83104 0.62507 0.92859 0.69702 0.54175 0.60963 14538 44.17

KNN-
Base-
line

no 0.93067 0.73321 0.91707 0.70963 0.55883 0.62525 0 23.46

KNN-
Base-
line

nn 0.78182 0.61532 0.9342 0.72728 0.57847 0.64437 9118 109.05

KNN-
Base-
line

seq 0.72807 0.5677 0.94141 0.73846 0.59383 0.65828 13288 961.72

KNN-
Base-
line

seqk7 0.82601 0.63355 0.92688 0.71363 0.56972 0.63359 12639 41.68

KNN-
Base-
line

seqk9 0.81297 0.62229 0.92989 0.7164 0.57407 0.63736 13636 45.64

KNN-
Base-
line

seqk11 0.80226 0.6132 0.93147 0.71699 0.57367 0.63734 14538 48.93
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Table 6   (continued)

Models Natural 
Noise
Approach

RMSE MAE NDCG Preci-
sion

Recall F1 Modified
Ratings

Running 
Time
(secs)

KNNBa-
sic

no 0.97973 0.77363 0.91803 0.71338 0.57295 0.63548 0 19.22

KNNBa-
sic

nn 0.82952 0.64888 0.93443 0.73341 0.59483 0.65686 9727 104.4

KNNBa-
sic

seq 0.77754 0.60621 0.94196 0.74138 0.61219 0.67062 14299 959.35

KNNBa-
sic

seqk7 0.88091 0.67166 0.92788 0.72211 0.60014 0.65549 12639 37.49

KNNBa-
sic

seqk9 0.86868 0.6612 0.93041 0.72 0.60349 0.65659 13636 43.01

KNNBa-
sic

seqk11 0.85936 0.65272 0.9322 0.72193 0.60793 0.66002 14538 45.24

KNN-
With-
Means

no 0.95108 0.74946 0.91567 0.68056 0.51733 0.58781 0 19.98

KNN-
With-
Means

nn 0.80108 0.62861 0.93254 0.68745 0.52302 0.59405 9720 106.05

KNN-
With-
Means

seq 0.74683 0.57921 0.93856 0.69499 0.53312 0.60338 13959 955.23

KNN-
With-
Means

seqk7 0.84329 0.64594 0.92451 0.68255 0.53001 0.59667 12639 38.77

KNN-
With-
Means

seqk9 0.82989 0.63392 0.92739 0.68241 0.53205 0.59789 13636 42.87

KNN-
With-
Means

seqk11 0.81836 0.62373 0.92885 0.68343 0.53378 0.59939 14538 46.03

NMF no 0.96249 0.75687 0.90787 0.68878 0.5195 0.59224 0 11.77
NMF nn 0.7939 0.6144 0.92838 0.70282 0.53452 0.60721 11402 101.52
NMF seq 0.71873 0.54495 0.94004 0.70567 0.54037 0.61205 18591 975.34
NMF seqk7 0.85485 0.65374 0.91966 0.69491 0.52477 0.59796 12639 33.96
NMF seqk9 0.84386 0.64306 0.92158 0.69736 0.52753 0.60067 13636 38.16
NMF seqk11 0.83255 0.63226 0.92417 0.69742 0.52862 0.60138 14538 41.64

Normal-
Predic-
tor

no 1.51801 1.21871 0.84491 0.56385 0.40898 0.47406 0 4.02

Normal-
Predic-
tor

nn 1.35557 1.08223 0.86073 0.57832 0.42143 0.48754 15008 74.3
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different from those obtained by BaselineOnly. On the other hand, SVD++ obtained 
the best results for NDCG. This metric is particularly relevant to this type of problem 

Table 6   (continued)

Models Natural 
Noise
Approach

RMSE MAE NDCG Preci-
sion

Recall F1 Modified
Ratings

Running 
Time
(secs)

Normal-
Predic-
tor

seq 1.14326 0.90008 0.89593 0.6135 0.435 0.50904 23706 822.8

Normal-
Predic-
tor

seqk7 1.42868 1.14532 0.85411 0.56781 0.4173 0.48106 8841 21.26

Normal-
Predic-
tor

seqk9 1.42409 1.14037 0.85299 0.56273 0.40565 0.4714 9607 25.42

Normal-
Predic-
tor

seqk11 1.4159 1.13243 0.85334 0.56188 0.40983 0.47394 10119 28.88

SVD no 0.93613 0.73759 0.91493 0.7011 0.54362 0.61239 0 10.28
SVD nn 0.81262 0.64443 0.93194 0.72134 0.56343 0.63265 7529 78.55
SVD seq 0.72243 0.56203 0.94186 0.72042 0.56841 0.63543 15187 826.52
SVD seqk7 0.83305 0.63869 0.92487 0.70523 0.54711 0.61618 12639 24.79
SVD seqk9 0.81917 0.6264 0.92756 0.70506 0.5509 0.61849 13636 29.1
SVD seqk11 0.80833 0.61691 0.92952 0.70614 0.55291 0.62019 14538 32.23

SVD++ no 0.91996 0.72135 0.92007 0.70957 0.55054 0.61999 0 161.33
SVD++ nn 0.76528 0.59833 0.94018 0.73672 0.57562 0.64626 9516 278.67
SVD++ seq 0.69185 0.53127 0.94812 0.73353 0.57863 0.64692 16526 1626.78
SVD++ seqk7 0.8214 0.6287 0.92771 0.70928 0.54968 0.61935 12639 209.55
SVD++ seqk9 0.80695 0.6157 0.93113 0.71169 0.55375 0.62283 13636 225.11
SVD++ seqk11 0.79739 0.60744 0.93202 0.71164 0.55571 0.62406 14538 231.04

Slope-
One

no 0.94587 0.74335 0.91307 0.69392 0.5373 0.60563 0 17.9

Slope-
One

nn 0.75652 0.58208 0.93877 0.73282 0.56969 0.64102 12353 100.62

Slope-
One

seq 0.72831 0.5593 0.94202 0.73311 0.5726 0.64297 14467 945.27

Slope-
One

seqk7 0.83611 0.63703 0.92545 0.70573 0.54892 0.61751 12639 36.77

Slope-
One

seqk9 0.82315 0.62512 0.92824 0.70779 0.55154 0.61994 13636 40.56

Slope-
One

seqk11 0.81254 0.61553 0.93024 0.70708 0.54976 0.61855 14538 44.05

The best cases for each method are highlighted in italic. The best results are stressed in bold
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Table 7   Percentage of improvement (%) of the seq proposal vs. the state-of-the-art nn proposal for Mov-
ieLens 100k dataset

Models RMSE
(%)

MAE
(%)

NDCG
(%)

Precision
(%)

Recall
(%)

F1
(%)

Modified 
Ratings
(%)

Running 
Time (secs)
(%)

Baseline-
Only

6.00446 6.92800 0.52926 0.02963 1.20722 0.68241 −29.42108 −893.61290

CoClus-
tering

5.98928 7.64281 0.54906 −0.46047 0.66192 0.17511 −42.94195 −870.83685

KNN-
Base-
line

6.87498 7.73906 0.77178 1.53723 2.65528 2.15870 −45.73371 −781.88837

KNNBa-
sic

6.26627 6.57595 0.80584 1.08670 2.91848 2.09481 −47.00319 −818.95722

KNN-
With-
Means

6.77211 7.85861 0.64555 1.09681 1.93109 1.57057 −43.61111 −800.76381

NMF 9.46845 11.30371 1.25595 0.40551 1.09444 0.79709 −63.05034 −860.71504
Normal-

Predic-
tor

15.66205 16.83099 4.08955 6.08314 3.21999 4.40989 −57.95576 −1007.35500

SVD 11.09867 12.78649 1.06445 −0.12754 0.88387 0.43942 −101.71337 −952.24599
SVD++ 9.59518 11.20786 0.84452 −0.43300 0.52291 0.10213 −73.66541 −483.75989
SlopeOne 3.72892 3.91355 0.34620 0.03957 0.51080 0.30420 −17.11325 −839.40943

Fig. 4   RMSE results for the multiple models and natural noise approaches selected in the MovieLens 
100k dataset
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and is gaining importance over time. SVD++ also offers very competitive results in 
other metrics, especially RMSE, MAE, and precision. BaselineOnly obtains the best 
results at the cost of being the second most intrusive method after NormalPredictor. 
It is important to note that methods that are significantly less intrusive than Baseli-
neOnly, such as SVD++ or KNNBasic, are able to provide similar performances.

In order to facilitate the comparison between the nn model and the seq model, 
Table 7 shows the percentage improvement obtained in each metric. In this case, a 
considerable improvement can be seen in all performance metrics in practically all 
cases. In the case of running time and the number of modified values, we see how 
seq is more time-consuming and intrusive. Both metrics show the cost of obtaining 
better results.

To analyze the results more clearly, some graphical comparisons have been 
included.

Figure 4 includes the RMSE results for every model tested and all the natural 
noise approaches included in this work. The comparison shows how the applica-
tion of any natural noise correction technique improves the final results obtained 
using all the methods. Our first proposal, sequential and cumulative natural 
noise correction (seq), provides the best results for all models, with significant 
improvements over the traditional approach (nn). Our second proposal (seqk) 
offers results that are progressively closer to those obtained by the traditional 
method (nn) as the value of k increases. This behavior is relevant in massive data 
or Big Data environments considering that seqk works with a reduced subset of 
data while nn needs all available data. Moreover, in the case of SVD, seqk11 is 
able to provide better results than nn, so in these environments, the seqk approach 
becomes a desirable alternative.

Fig. 5   Running time (secs) results, in logarithmic scale, for the multiple models and natural noise 
approaches selected in the MovieLens 100k dataset
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The NDCG metric (Table 7) shows a similar behavior to that observed for RMSE. 
The seq approach obtains the best results, nn obtains the second place, followed by 
the different seqk approaches, the higher the k, the better the performance. This met-
ric shows reduced differences between seqk and nn, and it is possible to improve 
the results of the traditional approach with slight increases in the k parameter. It is 
important to note the reduction of resources associated with the seqk approach, both 
in time and memory, by processing a subset of the original data at each step.

Figure 5 shows the running time obtained from each approach. The difference 
between the seq approach with respect to the rest is quite clear. This approach 
requires the longest running time. In the second place, we found the traditional 
approach (nn), while our second proposal (seqk) offers a considerable reduction 
in the running time concerning nn. Since the cost in the result performance is 
reduced, the seqk approach provides a robust alternative in environments where 
time is a constraint to be considered.

Finally, Fig.  6 shows the number of modified values for each model and 
approach. The seq approach is the most intrusive among the models, except for 
the SlopeOne and KNN-based models. The seqk approach is more intrusive as the 
value of k increases. This behavior shows that a higher data availability leads to 
higher natural noise detection and, therefore, higher intrusiveness. Re-evaluation 
of the data when new data are sequentially added also leads to greater intrusive-
ness, as in the seq case.

Fig. 6   Number of modified ratings produced for each model and natural noise approach evaluated combi-
nation in the MovieLens 100k dataset
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Table 8   Results obtained for MovieLens 1  M dataset: no natural noise method (no), baseline natural 
noise proposal (nn), the sequential proposal (seq), and the sequential method considering the last k rating 
sequences (seqk)

Models Natural 
Noise
Approach

RMSE MAE NDCG Precision Recall F1 Modified
Ratings

Running 
Time
(secs)

Baseline-
Only

no 0.9045 0.71412 0.92298 0.71811 0.56994 0.63551 0 81.92

Baseline-
Only

nn 0.7166 0.55467 0.94705 0.75102 0.6053 0.67033 128249 8719.99

Baseline-
Only

seq 0.67968 0.52162 0.95098 0.75287 0.61615 0.67768 165506 217044.8

Baseline-
Only

seqk7 0.80165 0.6189 0.93435 0.72684 0.58262 0.64679 119606 413.4

Baseline-
Only

seqk9 0.79905 0.61663 0.93488 0.72732 0.58339 0.64745 121959 472.42

Baseline-
Only

seqk11 0.79576 0.61395 0.93543 0.72697 0.5834 0.64732 124459 558.41

CoClus-
tering

no 0.91263 0.71281 0.92464 0.7037 0.55873 0.62289 0 154.11

CoClus-
tering

nn 0.74229 0.57018 0.94482 0.73056 0.58374 0.64895 112804 7666.49

CoClus-
tering

seq 0.70363 0.53261 0.94903 0.72924 0.58704 0.65046 159584 216431.68

CoClus-
tering

seqk7 0.81639 0.62191 0.93382 0.71153 0.56614 0.63056 119606 512.84

CoClus-
tering

seqk9 0.81084 0.61768 0.93454 0.71241 0.56971 0.63312 121959 564.73

CoClus-
tering

seqk11 0.80871 0.61482 0.93519 0.71262 0.56884 0.63266 124459 698.63

KNN-
Base-
line

no 0.89624 0.70529 0.92375 0.71945 0.57261 0.63769 0 616.48

KNN-
Base-
line

nn 0.80037 0.63473 0.93192 0.72558 0.58042 0.64493 55729 8346.76

KNN-
Base-
line

seq 0.75403 0.59515 0.9372 0.72954 0.58999 0.65239 89148 220434.11

KNN-
Base-
line

seqk7 0.79971 0.61733 0.9335 0.72539 0.58096 0.64518 119606 936.94

KNN-
Base-
line

seqk9 0.79711 0.61523 0.9339 0.72647 0.582 0.64626 121959 987.28

KNN-
Base-
line

seqk11 0.79384 0.6126 0.93454 0.72578 0.58225 0.64614 124459 1067.88

KNNBa-
sic

no 0.93529 0.73738 0.92439 0.71818 0.5988 0.65308 0 747.07
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Table 8   (continued)

Models Natural 
Noise
Approach

RMSE MAE NDCG Precision Recall F1 Modified
Ratings

Running 
Time
(secs)

KNNBa-
sic

nn 0.83961 0.66558 0.93129 0.72443 0.60933 0.66191 57210 9396.34

KNNBa-
sic

seq 0.79088 0.62373 0.93677 0.72915 0.61907 0.66962 97594 223299.58

KNNBa-
sic

seqk7 0.84285 0.64746 0.93391 0.72832 0.61471 0.6667 119606 1078.19

KNNBa-
sic

seqk9 0.84034 0.6453 0.93443 0.72934 0.61612 0.66797 121959 1167.65

KNNBa-
sic

seqk11 0.8372 0.64272 0.93504 0.72881 0.61685 0.66817 124459 1285.16

KNN-
With-
Means

no 0.92434 0.73021 0.92135 0.68389 0.53334 0.59931 0 722.12

KNN-
With-
Means

nn 0.82265 0.65337 0.9305 0.68713 0.53587 0.60214 64782 8877.83

KNN-
With-
Means

seq 0.77313 0.60956 0.93567 0.68885 0.54257 0.60702 100863 220632.42

KNN-
With-
Means

seqk7 0.82257 0.63621 0.93127 0.69373 0.54538 0.61067 119606 899.73

KNN-
With-
Means

seqk9 0.81985 0.63386 0.93176 0.69437 0.54612 0.61138 121959 955.05

KNN-
With-
Means

seqk11 0.81645 0.63102 0.93243 0.6951 0.54673 0.61205 124459 1037.78

NMF no 0.91588 0.7201 0.9193 0.69677 0.53433 0.60483 0 131.88
NMF nn 0.74417 0.57726 0.94004 0.71794 0.55391 0.62535 114743 7632.58
NMF seq 0.68188 0.5179 0.94891 0.71766 0.55887 0.62839 184003 215615.8
NMF seqk7 0.81572 0.62808 0.92993 0.70578 0.53999 0.61185 119606 481.98
NMF seqk9 0.81289 0.62539 0.93041 0.70684 0.54209 0.61359 121959 536.5
NMF seqk11 0.80971 0.62283 0.93099 0.70592 0.54181 0.61307 124459 613.05

Normal-
Predic-
tor

no 1.51028 1.21401 0.85059 0.55968 0.40268 0.46837 0 67.79

Normal-
Predic-
tor

nn 1.35526 1.08332 0.86377 0.56656 0.40661 0.47344 141563 8376.64

Normal-
Predic-
tor

seq 1.15084 0.90733 0.89786 0.60137 0.42608 0.49877 225176 219088.62

Normal-
Predic-
tor

seqk7 1.42381 1.14078 0.85739 0.5567 0.40052 0.46587 83481 443.44
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4.4.2 � MovieLens last 1 M of 25 M rating dataset

In this section, experimentation close to a real use case in a data-intensive envi-
ronment is performed, allowing us to evaluate the performance and scalability of 
the proposals.

The results shown in Table 8 show a clear dominance of the SVD++ model 
with the proposed seq approach, obtaining the best results in terms of RMSE, 
MAE, and NDCG metrics. BaselineOnly, also with the seq approach, obtains the 
best precision and F1-Score results. Finally, the KNNBasic model, with the seq 
approach, obtains the best results in the Recall metric. Although the seq approach 
is more data-intrusive than traditional approaches, the differences in performance 
results are very significant, as can be seen in Fig. 7.

Table 8   (continued)

Models Natural 
Noise
Approach

RMSE MAE NDCG Precision Recall F1 Modified
Ratings

Running 
Time
(secs)

Normal-
Predic-
tor

seqk9 1.42394 1.1409 0.85719 0.55744 0.40201 0.46713 84887 516.02

Normal-
Predic-
tor

seqk11 1.42287 1.13982 0.85737 0.55785 0.40191 0.46721 87066 639.33

SVD no 0.88207 0.69149 0.92781 0.72318 0.56249 0.6328 0 111.93
SVD nn 0.76815 0.60688 0.94119 0.73858 0.57867 0.64892 67717 7982.44

SVD seq 0.67975 0.52599 0.95112 0.73873 0.58529 0.65312 152278 215875.73
SVD seqk7 0.79717 0.6131 0.93402 0.72525 0.56777 0.63692 119606 443.4
SVD seqk9 0.79468 0.61109 0.93439 0.72634 0.56894 0.63808 121959 520.05
SVD seqk11 0.79082 0.60806 0.93486 0.7249 0.56773 0.63676 124459 568.96

SVD++ no 0.86704 0.67483 0.93271 0.73233 0.57421 0.6437 0 3048.93
SVD++ nn 0.72654 0.5658 0.94897 0.7514 0.59207 0.66228 87500 11406.44
SVD++ seq 0.66065 0.50447 0.95588 0.74983 0.59762 0.66513 157357 250978.33
SVD++ seqk7 0.78568 0.60084 0.93794 0.73112 0.57334 0.64269 119606 3904.18
SVD++ seqk9 0.78296 0.59857 0.93867 0.73246 0.57374 0.64345 121959 3958.81
SVD++ seqk11 0.78011 0.5961 0.93889 0.73168 0.57429 0.6435 124459 4038.17

SlopeOne no 0.90424 0.70993 0.92328 0.7088 0.55153 0.62035 0 285.17
SlopeOne nn 0.72927 0.56432 0.94552 0.73887 0.57676 0.64783 114407 7821.6
SlopeOne seq 0.70597 0.5449 0.94793 0.73975 0.58208 0.65151 134183 217920.66
SlopeOne seqk7 0.80414 0.61754 0.93414 0.71629 0.55896 0.62792 119606 631.97
SlopeOne seqk9 0.80164 0.61529 0.93465 0.71662 0.55938 0.62831 121959 681.4
SlopeOne seqk11 0.79827 0.61249 0.93518 0.71641 0.55967 0.62841 124459 760.12

The best cases for each method are highlighted in italic. The best results are stressed in bold
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Fig. 7   RMSE results for the multiple models and natural noise approaches selected in the MovieLens last 
1 M of 25 M ratings dataset

Table 9   Percentage of improvement (%) of the seq proposal versus the state-of-the-art nn proposal for 
MovieLens 1 M dataset

Models RMSE
(%)

MAE
(%)

NDCG
(%)

Precision
(%)

Recall
(%)

F1
(%)

Modified 
Ratings
(%)

Running 
Time (secs)
(%)

Baseline-
Only

5.15211 5.95850 0.41497 0.24633 1.79250 1.09647 −29.05052 −2389.04875

CoClus-
tering

5.20821 6.58915 0.44559 −0.18068 0.56532 0.23268 −41.47016 −2723.08614

KNN-
Base-
line

5.78982 6.23572 0.56657 0.54577 1.64881 1.15671 −59.96698 −2540.95459

KNNBa-
sic

5.80389 6.28775 0.58843 0.65155 1.59848 1.16481 −70.58906 −2276.45257

KNN-
With-
Means

6.01957 6.70524 0.55562 0.25032 1.25030 0.81044 −55.69603 −2385.20671

NMF 8.37040 10.28306 0.94358 −0.03900 0.89545 0.48613 −60.36098 −2724.94092
Normal-

Predic-
tor

15.08345 16.24543 3.94665 6.14410 4.78837 5.35020 −59.06416 −2515.47151

SVD 11.50817 13.32883 1.05505 0.02031 1.14400 0.64723 −124.87411 −2604.38175
SVD++ 9.06901 10.83952 0.72816 −0.20894 0.93739 0.43033 −79.83657 −2100.32074
SlopeOne 3.19498 3.44131 0.25489 0.11910 0.92239 0.56805 −17.28566 −2686.13991
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Additionally, Table  8 shows an increase in the running time for the seq 
approach, while the seqk approach shows a significant reduction in the time cost. 
Because each time window is seven days, the seq approach can be applied in a 

Fig. 8   Running time (secs) results, in logarithmic scale, for the multiple models and natural noise 
approaches selected in the MovieLens last 1 M of 25 M ratings dataset

Fig. 9   Number of modified ratings produced for each model and natural noise approach evaluated combi-
nation in the MovieLens last 1 M of 25 M ratings dataset
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real-world application without a problem. In the case of time constraints, such as 
to prevent the use of the seq or nn approaches, the seqk approaches offer competi-
tive results (Fig. 7), with respect to the traditional approach (nn). Moreover, this 
approach allows us to improve its performance in terms of results by adapting the 
time horizon k to the time constraints of each problem.

As in the previous case, the comparison between the nn model and the seq 
model, by percentage of improvement, is included in Table 9. The results show 
that a significant enhancement is evident across nearly all performance metrics. 
When examining factors such as running time and the number of modified val-
ues, it becomes clear that the seq approach is more time-consuming and invasive. 
Both metrics highlight the trade-off involved in achieving improved results.

Analyzing the results obtained by all models and approaches in both datasets, 
we can see that, except for the KNNBaseline model, the rest of the models obtain, 
in most cases, an improvement in the performance of the results. If we focus on 
the seqk approaches, we can appreciate that the performance differences for differ-
ent values of k are more significant in the case of MovieLens100k than in Mov-
ieLens1M (Figs. 4 and 7, respectively). These results show the importance of the 
temporal component in both scenarios, but it is more significant in small datasets. In 
addition, the importance of the parameter k can be appreciated, and it is advisable to 
adapt it to the type of problem addressed.

The results obtained for the seq approach, which are the best results in the vast 
majority of cases, require a large amount of running time (Fig. 8). Because, in a real 
case, the accumulation of data takes weeks or even months, for the amount of data 
we are working on, the running time does not limit the application of our proposal 
in real scenarios. In the extreme case of working with large amounts of data and 
very tight model running time windows, we always have the option of using the seqk 
approach. This approach allows us to adjust the performance and running time using 
the parameter k, which is especially useful for this type of problem.

Finally, in Fig. 9, we analyze the intrusivity levels of our MovieLens1M data-
set and compare it with those obtained for the MovieLens100k dataset, Fig. 6, we 
can appreciate a significant reduction of the relative intrusivity in each dataset. 
This behavior can be observed numerically by comparing the results included in 
Tables 6 and 8. This is especially relevant in the case of the KNN-based models, 
where the seq approach is the second least intrusive, marking a significant differ-
ence from the trend shown by the rest of the cases in both datasets.

4.5 � Discussion

The results obtained in the previous section show a considerable improvement in 
the data quality after the application of the two natural noise correction techniques 
proposed in this study.

The first approach proposed, seq, obtains considerable results improvement by 
adding and accumulating information sequentially (Tables 6 and 8). Although the 
intrusiveness is not high according to Figs.  6 and 9, the computation required in 
high-dimensional problems may limit its use.



	 F. J. Baldán et al.

1 3

The second proposed approach, seqk, focused on the use of data related to the last 
k weeks, is able to provide competitive results in a short time at the cost of higher 
intrusiveness, considering the traditional natural noise approach (Figs. 6 and  9) and 
a correct setting of the parameter k. This proposal uses a smaller amount of data, 
which allows its use in real problems with large dimensions and running time limita-
tions (Figs. 5 and  8).

Based on the obtained results, the application of natural noise correction tech-
niques has shown a robust increase in the quality of the processed data. For this 
reason, its use is highly recommended in any RS problem. Furthermore, with the 
development of the current work, it has been proved that applying natural noise 
management approaches over small segments of rating data in RS is feasible, which 
is a step-further viewpoint in relation to the former works in natural noise manage-
ment [13, 86], which have always used the whole dataset as input. According to our 
viewpoint, this is one of the main contributions of this work in relation to previous 
contributions.

In addition, a well-defined balance was observed between the volume of data 
used for training the natural noise management model and the degree of accu-
racy improvement linked to such a trained model. Thus, a larger number of rating 
segments used for training natural noise management leads to a larger accuracy 
improvement. However, the use of a lower number of rating sequences in the correc-
tion implies a more modest accuracy improvement. Nevertheless, in this case, it is 
important to note that fewer sequences imply a lower running time, which could be 
a variable that must be controlled in practical application scenarios of the methods 
discussed.

The proposals presented in this paper improve the quality of the data processed 
in recommender systems by incorporating temporal information of interest into the 
natural noise-cleaning process in a transparent way for the end user. This is because 
the two proposals can be applied to any recommender system with temporal infor-
mation since they can be included as an additional step just before introducing the 
data into the final model.

An important shortcoming related to the approaches presented in the current con-
tribution is the lack of uncertainty management associated with the rating data. The 
management of uncertainty has been previously proven to be a useful component in 
natural noise management in recommender systems [85, 87]. Future work will focus 
on this direction. In addition, future work will explore different exponential functions 
for characterizing the importance of each rating, according to their associated times-
tamp, for building user profiles with the natural noise management-related task.

Furthermore, another important shortcoming of the current work is that it is 
specifically focused on individual recommendations. However, previous studies on 
natural noise management, such as [13], showed that this task has a very positive 
effect on group recommender systems. Therefore, these previous results highlight 
the necessity of exploring time-related natural noise management, as screened in the 
current work, in group recommender systems scenarios.
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5 � Conclusions

In recent years, several studies have shown that user preferences tend to be incon-
sistent, which affects the accuracy performance of recommender systems (RS). In 
order to address this issue, several preprocessing approaches have been developed, 
processing these anomalous behaviors and obtaining a positive impact on the rec-
ommendation precision.

In this study, we focus on the application of these preprocessing proposals in real-
time RS. To this end, we propose two incremental strategies to correct noisy rat-
ings in this scenario. Considering a simulated time-aware RS, we have shown how 
these strategies are appropriate considering the recommendation accuracy, running 
time, and intrusion level in the data. Specifically, it is important to highlight that the 
achieved recommendation accuracy outperforms the accuracy obtained by previous 
works on natural noise management, such as those discussed in Sect. 2, and that the 
identified intrusion degree is lower than the intrusion degree obtained by other data 
preprocessing tasks in related data mining scenarios [6].

Beyond the theoretical and experimental results obtained across this paper, the 
practical implications of the obtained results rely on the fact that they illustrate that 
the time-related, sequence-driven management of natural noise in recommender sys-
tems is feasible. While previous works in this area have focused on performing this 
task over a large batch of data, the current work illustrates that the noise correc-
tion of small data segments also leads to an improvement in prediction accuracy and 
could provide additional benefits such as smaller intrusiveness and a shorter running 
time. This natural noise management over small data segments could be the key for 
generalizing these types of approaches in currently deployed recommendation appli-
cations, considering their huge amount of data that makes the use of previous meth-
ods focused on the entire dataset inappropriate. This work holds potential applica-
tions in domains characterized by the continuous generation of content, which often 
experiences brief periods of trending. It requires proposals capable of effectively 
integrating the temporal information and enhancing the data quality for the final 
model. Examples of such domains include streaming platforms and social networks, 
which frequently produce trending content within specific timeframes.

In the next future work, the current proposals will be extended to the group 
recommendation scenario [13]. Furthermore, we will focus on reformulating the 
current proposals using fuzzy tools [14, 85]. As a major goal, we aim to minimize 
the number of corrections required in past ratings and eventually work toward a 
framework in which correction is performed just at the rating insertion moment. 
For this purpose, we intend to exploit the sequential pattern mining theory [52] to 
model, at least partially, the inconsistencies that appear.

Additionally, we pretend to validate the current proposal through its use for 
recommendation improvement in practical cases such as e-learning scenarios 
[89]. Finally, explainable recommendations should also be considered in this 
environment [82].
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Appendix A

Algorithm A.1   Method to identify possible noisy ratings

Algorithm A.2   The rating correction approach
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